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Foreword

The end of 2017 marked 6 years of publishing excellent biology at Cell Reports, and 

so—drum roll—we present the Best of Cell Reports 2017. It was a year when we saw 

excellent work from across the life sciences at a variety of scales, from single-cell analyses 

of microglia and profiling aging changes in glial regional identity through to whole-body 

profiling of metastasis in mice. Cell Reports papers were also in the news in 2017, from 

genomic analyses of dog breeds to a topical agent that can induce melanin production. 

This made it particularly tough to select only ten papers, and as always, we based the 

collection on Altmetric scores, reader downloads, and citations. However, I would urge 

you to look at the journal and find out more about the full scope and reach of Cell Reports.

As we look forward to year 7, we want to use this chance to reach out and thank the 

authors, reviewers, editorial board, and advisors involved with the journal. Now kick back, 

grab a favorite beverage, and enjoy this collection of reports, resources, and articles 

published in Cell Reports in 2017.

Lastly, we are grateful for the generosity of our sponsors, who helped to make this reprint 

collection possible.

For more information about the Best Of Series, please contact:

Jonathan Christison | Program Director | jchristison@cell.com | 617-397-2893
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SUMMARY

The presence of dark melanin (eumelanin) within
human epidermis represents one of the strongest
predictors of low skin cancer risk. Topical rescue
of eumelanin synthesis, previously achieved in
‘‘redhaired’’ Mc1r-deficient mice, demonstrated sig-
nificant protection against UV damage. However,
application of a topical strategy for human skin
pigmentation has not been achieved, largely due to
the greater barrier function of human epidermis.
Salt-inducible kinase (SIK) has been demonstrated
to regulate MITF, the master regulator of pigment
gene expression, through its effects on CRTC and
CREB activity. Here, we describe the development
of small-molecule SIK inhibitors that were optimized
for human skin penetration, resulting in MITF upre-
gulation and induction of melanogenesis. When
topically applied, pigment production was induced
inMc1r-deficientmice and normal human skin. These
findings demonstrate a realistic pathway toward
UV-independent topical modulation of human skin
pigmentation, potentially impacting UV protection
and skin cancer risk.

INTRODUCTION

The incidence of nonmelanoma and melanoma skin cancers

has been increasing in the United States over recent decades

(Rogers et al., 2015; Ryerson et al., 2016; Watson et al., 2016).

Epidemiological evidence suggests that there is a causal rela-

tionship between sun/UV exposure and the three major histolog-

ic forms of skin cancer: squamous cell carcinoma, basal cell

carcinoma, and cutaneous melanoma (Gandini et al., 2005; Ken-

nedy et al., 2003;Wu et al., 2014). Individuals with fair skin and/or

poor tanning ability are at higher risk for developing these malig-

nancies (Armstrong and Kricker, 2001), which are uncommon

in darkly pigmented individuals (Pennello et al., 2000). During

UV-induced tanning, DNA damage in keratinocytes triggers

p53-mediated transcription of the pro-opiomelanocortin

(POMC) gene (Cui et al., 2007). Proteolytic cleavage of POMC

produces alpha-MSH (melanocyte-stimulating hormone), which

binds to the melanocortin-receptor-1 (MC1R) on melanocytes,

activating adenylate cyclase. Elevated cyclic AMP (cAMP)

activates protein kinase A (PKA), which phosphorylates the

cAMP-responsive-element-binding protein (CREB) (Newton

et al., 2005; Tsatmalia et al., 1999), which, in turn, stimulates

the transcription of the microphthalmia-associated transcription

factor (MITF) gene (Bertolotto et al., 1998; Price et al., 1998).

MC1R non-signaling variants are associated with lighter skin

tones and red hair and are linked to poor tanning responses

(Valverde et al., 1995). Previously, topical application of the

cAMP agonist forskolin was shown to rescue the cAMP-MITF-

eumelanin pathway in Mc1r-deficient mice (D’Orazio et al.,

2006). Subsequent studies identified the phosphodiesterase

PDE4D3 as a key regulator of melanocytic cAMP homeostasis,

and its suppression produced hyperpigmentation similar to

forskolin treatment in red-haired mice (Khaled et al., 2010).

However, attempts to apply both of these small-molecule ap-

proaches to human skin have been unsuccessful, likely related

to poor skin penetration of the active species.

Genetic data in mice have suggested the presence of a

pathway in which CREB-regulated transcription co-activator

(CRTC) positively regulates and salt-inducible kinase 2 (SIK2)

negatively regulates MITF and pigment synthesis independently

of CREB phosphorylation by PKA (Horike et al., 2010). In macro-

phages, the small-molecule SIK inhibitor HG 9-91-01 has been

shown to regulate CREB-dependent gene transcription by sup-

pressing phosphorylation of CRTC (Clark et al., 2012), thereby

inhibiting cytoplasmic sequestration and permitting its nuclear

translocation. We hypothesized that small-molecule SIK inhibi-

tors could be generated and optimized as topical agents capable

of inducing cutaneous pigmentation independently of UV irradi-

ation in human skin.

Cell Reports 19, 2177–2184, June 13, 2017 ª 2017 The Authors. 2177
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RESULTS

Small-Molecule Inhibition of SIK Induces MITF

Expression In Vitro
To test regulation of the pigmentation pathway by the previously

published SIK inhibitor HG 9-91-01 (HG) (Clark et al., 2012)

in vitro, we treated normal human melanocytes, UACC62

human melanoma cells, and UACC257 human melanoma

cells. Dose-dependent increases in expression of MITF were

observed in these cells in response to SIK inhibitor application

(Figures 1A, S1A, and S1D). RNA levels of the MITF target

gene TRPM1 (Miller et al., 2004) also increased and followed

the anticipated delayed kinetics relative to MITF induction

in normal human melanocytes (Figures 1B and 1C) and

UACC257 human melanoma cells (Figures S1G and S1H).

Gross pigmentation was observed in cell pellets of UACC257

human melanoma cells after 3 days of HG 9-91-01 treatment

(Figure 1D). Since SIK kinase activity is known to be dependent

on LKB1 (Katoh et al., 2006) we next evaluated whether SIK-

inhibitor treatment of LKB1-null G361 melanoma cells would

induce MITF. In LKB1-null G361 melanoma cells, there is no

MITF induction with SIK-inhibitor treatment (Figure S1J). In

contrast, when LKB1 is introduced in G361 melanoma cells

(Figure S1I), we observed a 6-fold induction of MITF expres-

sion with SIK-inhibitor treatment (Figure S1K), demonstrating

the dependence of SIK-inhibitor effect on active SIK. These

data suggest that small-molecule SIK inhibition can stimulate

the pigmentation pathway in vitro.

HG 9-91-01 Rescues Melanogenesis in Mice with
Inactive Melanocortin 1 Receptor
Since our in vitro results demonstrated that inhibition of SIK

by HG 9-91-01 positively regulated MITF transcription, we next

evaluated whether topical application of this compound could

induce pigmentation independent of MC1R in vivo. To test this,

we utilized a previously described mouse ‘‘red hair’’ model that

carries the inactivating Mc1re/e mutant allele and a transgene,

K14-SCF, in which stem cell factor expression is driven by the

keratin-14 promoter, allowing for epidermal homing of melano-

cytes (D’Orazio et al., 2006; Kunisada et al., 1998). Albino mice

harboring a mutation in the tyrosinase gene were combined

with the K14-SCF transgene (Tyrc/c;K14-SCF mice) and served

as controls to evaluate whether the pigmentation afforded

by topical SIK inhibitor was dependent upon the canonical tyros-

inase-melanin pathway. Daily application of the SIK inhibitor HG

9-91-01 for 7 days caused robust darkening inMc1re/e;K14-SCF

mice (Figures 2A and S2A). No visible change in skin pigmenta-

tion was observed inMc1re/e;K14-SCF mice treated with vehicle

or in Tyrc/c;K14-SCF mice treated with vehicle or HG 9-91-01

(Figures 2A, S2A, and S2B). Reflective colorimetry analysis

(Commission Internationale de l’Eclairage [CIE] L* white-black

color axis (Park et al., 1999)) revealed significant darkening

in Mc1re/e;K14-SCF mice treated with SIK inhibitor, but not in

vehicle-treated Mc1re/e;K14-SCF mice or in Tyrc/c;K14-SCF

mice treated with either SIK inhibitor or vehicle control (70%

ethanol, 30% propylene glycol) (Figure 2B). Fontana-Masson

staining, a specialized melanin stain, revealed strong induction

of melanin production in Mc1re/e;K14-SCF mice only in areas

treated with HG 9-91-01 (Figures 2C and S2D) but no pigment

induction in Mc1re/e;K14-SCF mice treated with vehicle (Fig-

ure 2C) or in albino (Tyrc/c;K14-SCF) mice treated with either

vehicle or SIK inhibitor (Figure S2C). Nuclear capping of

melanin-laden melanosomes was observed within epidermal

keratinocytes in Mc1re/e;K14-SCF mice treated with HG 9-91-

01 (indicated by white arrows) and represents a known sub-

cellular localization typical of physiologic skin pigmentation

A B

C D

Figure 1. Inhibition of SIK by HG 9-91-01

Promotes MITF Transcription and Pigmen-

tation In Vitro

(A) mRNA expression of MITF relative to RPL11

mRNA and vehicle control in normal human me-

lanocytes 3 hr after HG 9-91-01 or vehicle control

(70% ethanol, 30% propylene glycol) treatment,

quantified by qRT-PCR (n = 3, mean ± SEM).

(B and C) mRNA expression ofMITF (B) andMITF-

dependent gene TRPM1 (C) relative to RPL11

mRNA and vehicle control at each time point, in

normal human melanocytes over 24 hr after 4 mM

HG 9-91-01 or vehicle control treatment, quanti-

fied by qRT-PCR (n = 3, mean ± SEM).

(D) Cell pellets of UACC257 melanoma cells after

3 days of treatment with vehicle control or 4 mM

SIK inhibitor HG 9-91-01 (image is representative

of n = 3 experiments).

For the graph in (A), statistical significance is re-

ported as follows: ***p < 0.001; ****p < 0.0001, one-

way ANOVA with Dunnett’s multiple comparisons

test comparing treatment dose to vehicle control.

For the graphs in (B) and (C), statistical significance

is reported as follows: *p < 0.05; **p < 0.01; ***p <

0.001; ****p < 0.0001, repeated-measures one-

way ANOVA with Dunnett’s multiple comparisons

test comparing each time point to time point 0.
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(Kobayashi et al., 1998) (Figure 2C). This feature suggests that

SIK-inhibitor treatment stimulates not only melanocytic pigment

synthesis but also the export of melanin in a fashion that closely

mimics the known pathway of UV melanogenesis. H&E staining

revealed normal morphology of HG 9-91-01-treated Mc1re/e;

K14-SCF (Figure 2C) andTyrc/c;K14-SCFepidermis (FigureS2C).

NaOH lysis of skin samples (Wakamatsu and Ito, 2002) revealed

a visible increase in extractable eumelanin from Mc1re/e;K14-

SCF mice treated with HG 9-91-01, compared with all other

treatment groups (Figure 2D).

Darkening induced by topical application of HG 9-91-01 to

Mc1re/e;K14-SCFmice was progressive over 6 days of treatment

and gradually reversed over the 2 weeks after treatment was

stopped (Figure 2F). Skin pigmentation remained in its pretreat-

ment state 26 days later (40 days after treatment ended) (Fig-

ure 2E). No change was observed in Tyrc/c;K14-SCF mice during

treatment or 14 days after treatment was stopped (Figure 2G).

Forty days after treatment was stopped, Fontana-Masson stain-

ing of skin sections of Mc1re/e;K14-SCF mice and Tyrc/c;K14-

SCF mice revealed no differences between vehicle and treat-

ment groups, and H&E staining illustrated normal morphology

for all mice (Figure S2E). These findings combined with the

small-molecule and lipophilic nature of the SIK inhibitors led us

to further investigate the use of SIK inhibitors for topical eumela-

nization of human skin.

Second-Generation SIK Inhibitors Are as Efficacious in
Inducing the Pigmentation Pathway as HG 9-91-01
Since there are limitations to topical delivery of HG 9-91-01 into

human skin epidermis (Figures 4A–4D), we derived SIK inhibitors

designed to enhance passive epidermal permeation utilizing

Lipinski’s Rule of Five, which predicts greater absorption of

A

B

C F

D

G

E Figure 2. Topical Treatment with HG9-91-01

Causes Robust Darkening that Is Progres-

sive and Reversible in Mc1re/e;K14-SCF

Mice

(A–D) Shown here: (A) Mc1re/e;K14-SCF mice and

Tyrc/c;K14-SCF mice before treatment (day 0) and

after 7 days of treatment (day 7) with 30 mL vehicle

control (70% ethanol, 30% propylene glycol) or

37.5 mM HG 9-91-01 (image is representative of

n = 4 experiments). (B) Reflective colorimetry

measurements (L* white-black color axis; n = 4,

mean ± SEM) and (D) melanin extraction (image is

representative of n = 4 experiments) of theMc1re/e;

K14-SCF mice and Tyrc/c;K14-SCF mice

described in (A). (C) Skin sections of Mc1re/e;K14-

SCF mice described in (A) stained with Fontana-

Masson (eumelanin) (top two panels) or H&E

(bottom two panels); (magnification, 4003). White

arrows represent nuclear capping; scale bar rep-

resents 25 mm.

(E) Mc1re/e;K14-SCF mice and Tyrc/c;K14-SCF

mice before treatment (day 0) and after 6 days of

treatment with 30 mL vehicle control (70% ethanol,

30% propylene glycol) or 37.5 mM HG 9-91-01

(day 6), and 40 days post-treatment (day 46)

(vehicle mouse in day-46 photo is different from

that in the day-0 and day-6 photos).

(F and G) Reflective colorimetry measurements

(CIE L* white-black color axis) of (F) Mc1re/e;K14-

SCF mice and (G) Tyrc/c;K14-SCF mice treated as

described in (E). Vehicle-treatedMc1re/e;K14-SCF

mice: n = 5 (days 0–19), and n = 4 (days 24–34); HG

9-91-01-treated Mc1re/e;K14-SCF mice: n = 3;

vehicle-treated Tyrc/c;K14-SCF mice: n = 3 (days

0–10), and n = 2 (days 11–20); HG 9-91-01-treated

Tyrc/c;K14-SCF mice: n = 3 (mean ± SEM).

For the graph in (B), statistical significance is re-

ported as follows: ****p < 0.0001, multiple t test

analysis with the two-stage linear step-up pro-

cedure of Benjamini, Krieger, and Yekutieli. For the

graphs in (F) and (G), statistical significance

is reported as follows: *p < 0.05; **p < 0.01;

***p < 0.001; ****p < 0.0001, two-way ANOVA with

Sidak’s multiple comparisons test comparing

treatment to vehicle control at each time point.
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compounds if they have fewer than five H-bond donors, fewer

than ten H-bond acceptors, a molecular weight less than

500 g/mol, and calculated log P (CLogP) less than 5 (Bos and

Meinardi, 2000; Choy and Prausnitz, 2011; Lipinski et al., 2001)

(Figure S3A). In an initial screen, two second-generation SIK in-

hibitors, YKL 06-061 and YKL 06-062, induced darkening as

measured by reflective colorimetry analysis after topical treat-

ment of human breast skin explants (Figure S3B). Furthermore,

both YKL 06-061 and YKL 06-062 have a lower molecular weight

than HG 9-91-01, and themore efficacious YKL 06-061 has a lip-

ophilicity closer to Lipinski’s Rule of Five, possibly explaining the

drug’s enhanced penetration capabilities (Figure S3A). Second-

generation inhibitors had half maximal inhibitory concentration

(IC50) values for the inhibition of SIK1, SIK2, and SIK3 that

were comparable to those of HG 9-91-01 (Figure 3A). To assess

the kinome selectivity information of new analogs, YKL-06-061

was screened across a panel of 468 human kinases at a concen-

tration of 1 mM using the KinomeScan methodology (DiscoverX).

YKL-06-061 exhibited an S(1) score of 0.02, with 16 kinases dis-

playing tight binding to it (Ambit scores of%1) (Figure 3B). As the

KinomeScan assays measure binding, we also performed enzy-

matic assays for these targets either in house or using the

SelectScreen Kinase Profiling Service at Thermo Fisher Scienti-

fic (Figure 3C). YKL-06-061 inhibited only one kinase, fyn-related

kinase (FRK), more strongly than SIKs, which demonstrates its

Figure 3. Characterization of SIK Inhibitors

(A) Structures of HG-9-91-01, YKL-06-061,

and YKL-06-062 and their biochemical IC50s

against SIKs.

(B) KinomeScan kinase selectivity profile for

YKL-06-061. YKL-06-061 was profiled at a con-

centration of 1 mM against a diverse panel of

468 kinases by DiscoverX. Kinases that exhibited

a score of 1 or below are marked in red circles.

(Score is percent relative to DMSO control.

Smaller numbers indicate stronger binding.) See

Table S1 for full kinome profile.

(C) Biochemical kinase IC50s of YKL-06-061 top

hits as shown in (B).

TK, tyrosine kinase; TKL, tyrosine kinase-like;

STE, homologs of yeast sterile 7, sterile 11, sterile

20 kinases; CK1, casein kinase 1; AGC, containing

PKA, PKG, and PKC families; CAMK, calcium/

calmodulin-dependent protein kinase; CMGC,

containing CDK, MAPK, GSK3, and CLK families.

See also Table S1.

high overall selectivity (Figure 3C). We

anticipate that YKL-06-062 has similar

kinase selectivity, considering their high

structural similarity. Similar to observa-

tions with HG 9-91-01, treatment of

normal human melanocytes (Figures

S3C and S3D), UACC62 human mela-

noma cells, and UACC257 human mela-

noma cells (Figures S1B, S1C, S1E, and

S1F) with YKL 06-061 or YKL 06-062 for

3 hr yielded a dose-dependent increase

in MITF mRNA expression. Levels of

TRPM1 mRNA increased after MITF induction upon treatment

with YKL 06-061 or YKL 06-062 in normal human melanocytes

and UACC257 human melanoma cells (Figures S1G, S1H, S3E,

and S3F).

Topical SIK Inhibitors Induce Human Skin
Eumelanization
Treatment of human skin explants with passive topical applica-

tion of the second-generation SIK inhibitors, YKL 06-061 and

YKL 06-062, induced significant pigmentation after 8 days of

treatment (13/day), but no significant gross pigmentation was

observed in skin treated with HG 9-91-01 (Figure 4A). Fontana-

Masson staining revealed increased melanin content in skin

treatedwith YKL 06-061 or YKL 06-062 andmarginally increased

melanin in skin treated with HG 9-91-01, as compared with con-

trol (Figure 4B). This effect was reproducible with independent

preparations of synthesized drugs applied passively (via pipette)

to the top of different human skin explants (Figure 4C and 4D).

Mechanical application of the first-generation SIK inhibitor HG

9-91-01, by rubbing via an applicator, induced significant gross

pigmentation (Figure 4E), and increased melanin content was

observed upon Fontana-Masson staining of skin sections (Fig-

ure 4F), suggesting that HG 9-91-01’s limited human skin pene-

tration can be, at least partially, overcome through mechanical

application. YKL 06-061 and YKL 06-062 did not require
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mechanical application (rubbing) to induce significant human

epidermal darkening.

DISCUSSION

These results illustrate the development and successful applica-

tion of small-molecule SIK inhibitors for topical induction of skin

pigmentation independently of UV irradiation in human skin. SIK

inhibitors were shown to induce enhanced expression of the

MITF transcription factor, which is known to regulate expression

of numerous pigment enzymes that promote biosynthesis of eu-

melanin. A new generation of SIK inhibitors was developed,

based on strategies for enhancing the likelihood of skin penetra-

tion through optimizing molecular size and lipophilicity. Two

such SIK-targeted inhibitors, YKL 06-061 and YKL 06-062,

were shown to induce similar responses both in vitro and when

applied to human skin explants. In addition to upregulating

mRNA levels of MITF and TRPM1, topical SIK inhibitors were

seen to trigger the transfer of melanosomes into epidermal

keratinocytes in a manner that recapitulates the perinuclear

capping (subcellular localization) seen in normal human

A B

C

D

E

F

Figure 4. Treatment of Human Skin Ex-

plants with 37.5 mM of SIK Inhibitor Induces

Pigmentation

(A) Human breast skin explants treated with pas-

sive application of vehicle control (70% ethanol,

30% propylene glycol) or 37.5 mM SIK inhibitor

YKL 06-061, YKL 06-062, or HG 9-91-01 for 8 days

(10 mL; 13/day). Image was taken 2 days after the

end of treatment (image is representative of two of

n = 3 experiments).

(B) Fontana-Masson (top panel) and H&E (bottom

panel) staining (magnification, 4003) of breast skin

described in (A). Scale bar represents 25 mm.

(C) Human breast skin explants treated with pas-

sive application of vehicle control or 37.5 mM SIK

inhibitor YKL 06-061, YKL 06-062, or HG 9-91-01

for 5 days (10 mL; 23/day). Image was taken 1 day

after the end of treatment (image is representative

of n = 1 experiment).

(D) Human breast skin explants treated with pas-

sive application of vehicle control or 37.5 mM SIK

inhibitor YKL 06-061, YKL 06-062, or HG 9-91-01

for 6 days (10 mL; 23/day). Image was taken 1 day

after the end of treatment (image is representative

of n = 1 experiment).

(E) Human breast skin explants treated with me-

chanical application of vehicle control or 50 mM

(50 mL for 1 day; 13/day) or 25 mM (50 mL for

3 days; 33/day) HG 9-91-01. Image was taken

4 days after the start of treatment (image is

representative of n = 1 experiment).

(F) Fontana-Masson (top panels) and H&E (bottom

panels) staining (magnification, 4003) of human

skin explants described in (E). Scale bar repre-

sents 25 mm.

epidermal pigmentation. Thus, SIK-inhib-

itor treatments appear to induce not only

synthesis of melanin but also melanoso-

mal maturation, export, and localization

features, even after import into keratinocytes. These features

closely resemble the previously observed behavior of forskolin

treatment in red-haired mice (D’Orazio et al., 2006).

Topical application of small-molecule, UV-independent

pigment inducers has not yet been examined in humans and

would require careful considerations of safety. For example,

the induction of dark pigmentation is associated with the lowest

risk of most skin cancers in humans (Armstrong and Kricker,

2001; Pennello et al., 2000), and this pigment synthesis is

believed to be dependent upon MITF (Bertolotto et al., 1998).

However, fixed genomic mutation or amplification of the MITF

gene can be oncogenic in certain contexts (Bertolotto et al.,

2011; Garraway et al., 2005; Yokoyama et al., 2011). Reversible

upregulation of MITF, as reported here, is also likely to occur in

routine instances of UV tanning, and constitutive elevation of

MITF is likely in the skin of individuals with darker pigmentation

levels; neither would be anticipated to trigger genomic mutation

of the MITF gene. Analogously, transient administration of re-

combinant hematopoietic growth factors has not been associ-

ated with formation of oncogenic transformation or leukemia

(Dombret et al., 1995; Ohno et al., 1990). In mice, topical
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forskolin’s pigmentary rescue in ‘‘redheads’’ resulted in signifi-

cant protection from UV carcinogenesis, without apparent asso-

ciated toxicities over many months of treatment (D’Orazio et al.,

2006). A recent study has utilized injections of the synthetic

alpha-MSH analog, afamelanotide, for treatment of photosensi-

tivity associated with erythropoietic protoporphyria. Pigmented

lesions/melanoma were carefully evaluated and reported not to

occur at elevated risk (Langendonk et al., 2015).

Our in vivo studies demonstrate that topical SIK inhibitor can

be applied with localized SIK inhibition and no detected systemic

effects inmice (such as failure to thrive); and although it has been

previously shown that SIK1 inhibition leads to cell-cycle arrest in

epithelial cells, this was dependent on the presence of trans-

forming growth factor b (TGF-b) (Lönn et al., 2012), and we

observed normal skin turnover with no morphological changes

of the skin (measured grossly or histologically, other than

pigment/color). During normal UV-induced tanning, MC1R acti-

vation leads to enhanced PKA activity (Newton et al., 2005),

and PKA-dependent phosphorylation of SIK1 (Takemori et al.,

2002), SIK2 (Horike et al., 2003), and SIK3 (Katoh et al., 2006) de-

creases their kinase activity. Since our compounds’ activity is

analogous to the on/off switch of UV-induced tanning, we

believe that it will be a safe, viable method of topical pigment

production, though it may be important to assure localized deliv-

ery to skin.

The half-life of melanin in skin is thought to be several weeks

and diminishes primarily after superficial keratinocyte sloughing.

Most epidermal melanin resides within keratinocytes after trans-

fer of melanosomes from melanocytes. Therefore, it is possible

that small-molecule approaches like that described here might

be achievable, or maintained, through intermittent pulse-dosing

strategies, thereby further limiting systemic drug exposure.

In conclusion, these studies describe a small-molecule, topical

approach to the rescue of eumelanin synthesis in a UV-

independent manner. Future studies will be needed to examine

the optimal applications of such agents in a variety of clinical

settings.

EXPERIMENTAL PROCEDURES

See the Supplemental Information for detailed methods.

Materials

SIK inhibitors were dissolved in 30%propylene glycol plus 70% ethanol. HG 9-

91-01 was purchased from Medchem Express, and all other SIK inhibitors

were synthesized by the authors.

Kinome Profiling

Kinome profiling was performed using KinomeScan ScanMAX at a compound

concentration of 1 mM. Data are reported in the Supplemental Information.

Protocols are available from DiscoverX.

Kinase Activity In Vitro Assay

The biochemical activities against SIK2 were measured with a Caliper-based

mobility shift assay (PerkinElmer).

Real-Time qPCR

The relative expression of each gene was calculated with 7500 Fast Real-

Time PCR System software, which utilizes Ct normalized to mRNA levels of

RPL11 to calculate relative expression. Results are reported relative to control

cells.

Mice

C57BL/6J Mc1re/e mice were crossed with K14-SCF transgenic mice, and

C57BL/6J Tyrc2j/c2j were crossed with K14-SCF transgenic mice (D’Orazio

et al., 2006; Kunisada et al., 1998). Mixed-gender adult mice were used.

All animal experiments were performed in accordance with institutional

policies and Institutional Animal Care and Use Committee-approved

protocols.

Human Tissue Samples

Skin samples considered surgical waste were obtained de-identified from

healthy donors undergoing reconstructive surgery, according to institutional

regulation.

Colorimeter Measurements

Differences in darkening of the skin were measured by reflective colorimetry

(Commission Internationale de l’Eclairage [CIE] L* white-black color axis) utiliz-

ing a CR-400 Colorimeter (Minolta) calibrated to a white standard background

calibration plate, with calibration date set to Y 93.1, x 0.3133, y 0.3194, before

each set of measurements.

Statistical Analysis

Data are presented as the mean ± SEM.

Statistical significance of differences between experimental groups for

in vitro experiments of cell lines treated with varying doses of SIKi or vehicle

control were assessed by one-way ANOVA with Dunnett’s multiple compari-

sons post-test. In vitro time course experiments were assessed by

repeated-measures one-way ANOVA with Dunnett’s multiple comparisons

post-test.

Statistical significance for colorimeter readings in Figure 2B was determined

by multiple t test analysis between day 0 and day 7 for each treatment group,

with the two-stage linear step-up procedure of Benjamini, Krieger, and Yeku-

tieli to correct for false discovery rate (FDR)—desired FDR (Q) = 1%—with no

assumption of consistent SD. Statistical significance for colorimeter readings

in Figure S3B were assessed by one-way ANOVA with Dunnett’s multiple

comparisons post-test.

For the G361 melanoma cells transduced with LKB1, a one-way

ANOVA was used, with Dunnett’s multiple comparisons test to assess the

statistical significance of LKB1 expression and a two-tailed paired t test

to assess the statistical significance of MITF induction with SIK-inhibitor

treatment.

Statistical significance of differences between experimental groups for

in vivo time course experiments was assessed by two-way ANOVAs with

Sidak’s multiple comparisons test.

Multiplicity-adjusted p values were reported for each comparison, and

differences of means were considered significant if p < 0.05.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

three figures, and one data file and can be found with this article online at

http://dx.doi.org/10.1016/j.celrep.2017.05.042.
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SUMMARY

During mitosis, transcription is halted and many
chromatin features are lost, posing a challenge for
the continuity of cell identity, particularly in fast
cycling stem cells, which constantly balance self-
renewal with differentiation. Here we show that, in
pluripotent stem cells, certain histone marks and
stem cell regulators remain associated with specific
genomic regions of mitotic chromatin, a pheno-
menon known as mitotic bookmarking. Enhancers
of stem cell-related genes are bookmarked by both
H3K27ac and the master regulators OCT4, SOX2,
and KLF4, while promoters of housekeeping genes
retain high levels of mitotic H3K27ac in a cell-type
invariant manner. Temporal degradation of OCT4
during mitotic exit compromises its ability both to
maintain and induce pluripotency, suggesting that
its regulatory function partly depends on its book-
marking activity. Together, our data document a
widespread yet specific bookmarking by histone
modifications and transcription factors promoting
faithful and efficient propagation of stemness after
cell division.

INTRODUCTION

Cell identity is determined by characteristic gene expression pro-

grams and chromatin landscapes, which are constantly super-

vised by key transcription factors (TFs), known as master regula-

tors (Natoli, 2010; Young, 2011). This tightly controlled system is

temporarily destabilized duringmitosis, whendramaticmolecular

changes occur, such as global transcriptional shut down, alter-

ations in the abundance of histone modifications, and dissocia-

tion of most of the transcription factors and cofactors from

condensed mitotic chromatin (Martı́nez-Balbás et al., 1995; Got-

tesfeld and Forbes, 1997; Wang and Higgins, 2013). How cell-

type-specific programs are faithfully restored in daughter cells

constitutes a fundamental—and yet unanswered—question in

biology. Studies in different somatic cell types proposed that

the heritability of defined gene expression programs might rely

on the mitotic persistence of either epigenetic marks (histone

and DNAmodifications) and/or TFs on the chromatin, a phenom-

enon known as mitotic bookmarking. There are examples sup-

porting at least partial retention of specific active or repressive

histone marks, which then enables rapid recruitment of the

respective histone readers and writers upon G1 entry, ensuring

self-perpetuation of gene expression states (Kouskouti and

Talianidis, 2005; Margueron and Reinberg, 2010; Valls et al.,

2005; Zaidi et al., 2010). There are also a number of studies

documenting that selected TFs remain associated with mitotic

chromatin, facilitating rapid reactivation of critical genes for the

respective cell identity (Caravaca et al., 2013; Kadauke and Blo-

bel, 2013; Kadauke et al., 2012; Young et al., 2007). Interestingly,

previously reportedbookmarkingTFsareeithermaster regulators

of cell identity, such as GATA1 in hematopoietic cells (Kadauke

et al., 2012), and/or ‘‘pioneer’’ factors—able to bind otherwise

‘‘inaccessible’’ nucleosomal regions (Zaret and Carroll, 2011),

such as FoxA1 in liver progenitors (Caravaca et al., 2013). Collec-

tively, these suggest that both epigenetic and TF bookmarking

mechanisms contribute to the faithful propagation of cell identity

after cell division.Whether similarmechanismsare also important

for stem cell fate heritability remains understudied.

Pluripotent stem cells (PSCs) are endowed with the remarkable

capacity to self-renew indefinitely, while preserving the potential

to differentiate into all somatic cell types in response

to developmental cues (Evans, 2011; Tabar and Studer, 2014).

In addition, PSCs are characterized by an extremely rapid

(10–12 hr) cell cycle, which lacks G0 phase and has an unusually

short G1 phase (Coronado et al., 2013; Savatier et al., 2002).

This necessitates the presence of very efficient mechanisms for

preserving or resetting PSC-specific transcriptional patterns.

Notably, there is a well-defined network of TFs that control

maintenance and acquisition of stem cell identity (Apostolou and

Hochedlinger, 2013; Takahashi and Yamanaka, 2006; Young,

2011). Among them, OCT4, SOX2, ESRRB, and KLF4 have been

reported to also function as pioneer factors (Iwafuchi-Doi and

Zaret, 2014; Soufi et al., 2012; Soufi et al., 2015), sharing critical
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propertieswith known bookmarking TFs. However, evidence for a

potential bookmarking role for someof theseTFs hasonly recently

begun to emerge (Festuccia et al., 2016; Teves et al., 2016; Deluz

et al., 2016). Similarly, although the functional genomic elements

that control stem cell identity and the histonemarks that decorate

themarewell-characterized (Hawkinset al., 2010;Mikkelsenet al.,

2007; Whyte et al., 2013), their status during mitosis remains

unknown.

Here, combining biochemical and single-cell imaging ap-

proaches, we systematically investigated the extent of mitotic

retention for selected histone modifications and pluripotency-

associated TFs. Our analyses identified in a genome-wide scale

the nature and specificity of bookmarking and provided evi-

dence for its biological significance in stem cell identity.

RESULTS

Specific Histone Modifications and
Pluripotency-Related Transcription Factors
Are Maintained on Mitotic Chromatin
To determine candidate bookmarking factors in PSCs, we first

tested a number of histone modifications and TFs for their rela-

tive ability to remain associated with mitotic chromatin of mouse

embryonic stem cells (ESCs). To do so, we performed subcellu-

lar fractionation of both asynchronous ESCs and ESCs arrested

inmitosis to a high purity (typically >92%), as assayed by fluores-

cence-activated cell sorting (FACS) analysis for the presence of

the mitotic marker histone 3 phospho-serine 10 (H3Ser10p) (Ta-

pia et al., 2006) (Figure 1A). Western blot analysis validated the

high purity of the separate fractions, exhibiting complete deple-

tion of cytoplasmic proteins, such as tubulin and GAPDH, from

nuclear and chromatin extracts and detection of histone 3 pre-

dominantly in the chromatin fraction (Figure S1A). When we

focused on the chromatin-bound fractions, we found that archi-

tectural factors, such as SMC3 and CTCF, remained associated

with chromatin during mitosis, in agreement with previous

studies (Burke et al., 2005; Peters et al., 2008), whereas RNA po-

lymerase II phospho-Ser2 (PolII marker for transcriptional elon-

gation) and Mediator (Med12) levels were markedly decreased

in accordance with a global transcriptional silencing during

mitosis (Gottesfeld and Forbes, 1997) (Figures 1B and 1E). These

results demonstrated that our chromatin extracts had the

required purity and quality for downstream analyses.

We then tested the relative abundance of common histone

modifications on asynchronous and mitotic chromatin. In agree-

ment with previous findings in other cell types (Valls et al., 2005;

Wang and Higgins, 2013), all tested histone methylation marks

(H3K27me3, H3K9me3, H3K4me1, and H3K4me2) were highly

retained during mitosis (Figures 1C and 1E). In contrast, the level

of acetylated H3 was decreased, partly due to the reduction of

H3K9 and H3K14 acetylation. Interestingly, H3K27 acetylation,

which is a hallmark of active regulatory elements and particularly

enhancers (Creyghton et al., 2010), was detected at similar levels

in asynchronous and mitotic ESCs. These results show that—at

the global level—some of the key regulatory histone modifica-

tions are maintained on mitotic chromatin of ESCs, suggesting

that inheritance of these chromatinmarksmay play a role in faith-

ful propagation of pluripotent cell identity upon cell division.

We also tested the association of known pluripotency-related

TFs with mitotic chromatin. UTF1, a chromatin-associated factor

with histone-like characteristics (Kooistra et al., 2009; van den

Boom et al., 2007), served as a positive control showing almost

identical levels in asynchronous and mitotic chromatin extracts

(Figures 1D and 1E). In agreement with recent studies (Festuccia

et al., 2016; Teves et al., 2016; Deluz et al., 2016), this assay

showed that SOX2, ESRRB, and OCT4 as well as KLF4 were

also highly retained on mitotic chromatin (ranging between

70%–100% of respective levels in asynchronous cells). By

contrast, factors such as NANOG and REX1 showed markedly

reduced levels in the chromatin fraction during mitosis (Figures

1D and 1E). Of note, the protein levels of several TFs including

NANOG were reduced in total mitotic cell extracts (Figure S1B),

suggesting cell-cycle-dependent regulation of protein abun-

dance. However, a clear correlation between total protein levels

and chromatin retention was not observed, implying that addi-

tional mechanisms such as active dissociation from or preferen-

tial association with mitotic chromatin may therefore operate in a

TF-specific manner. Taken together, these results reveal that

many pluripotency-related TFs remain associated with mitotic

chromatin in ESCs.

To independently verify our findings at the single-cell level,

we performed immunofluorescence experiments on metaphase

spreads of partly synchronized ESCs after fixation with metha-

nol:acetic acid solution (Figures S1C and S1D). OCT4, SOX2,

KLF4, and ESRRB were detected both on interphase nuclei

and on the condensed chromosomes. In contrast, RNA PolII

and NANOG were excluded from the mitotic chromosomes, in

concordance with our western blot analyses. Of note, incubation

withmatched IgG isotypes or only secondary antibodies showed

no specific signal on either interphase nuclei or condensed

chromosomes. In parallel, live imaging of ESCs overexpressing

GFP fusions with OCT4, SOX2, KLF4, or ESRRB (Figure S1E)

confirmed a strong enrichment for each of these TFs on mitotic

chromosomes, whereas overexpressed GFP protein alone was

diffused throughout the cell volume (Figure 1F). Finally, introduc-

tion of a KLF4-GFP chimeric protein into 2-cell mouse embryos

followed by live imaging demonstrated in vivo the ability of

this protein to associate with mitotic chromosomes in dividing

blastomeres (Figure 1G; Movie S1). Together, these results

confirmed at a single-cell level the ability of critical stem cell reg-

ulators to remain associated with chromatin during cell division,

suggesting a potential bookmarking function.

H3K27 Acetylation Bookmarks Distinct Sets of
Regulatory Elements during Mitosis
Next, we sought to determine in a genome-wide scale the extent

and specificity ofmitotic retention of H3K27ac, which constitutes

anattractive candidatebookmarking feature given its association

to active regulatory elements. ChIP-seq experiments in asyn-

chronous andmitotically-arrested ESCs revealed highly overlap-

ping, but distinct, genome-wide occupancy patterns (Figures

2A–2C). There was a large portion of H3K27ac sites that were re-

tained in mitotic cells (bookmarked, B class), whereas distinct

sets of H3K27ac peaks were detected only in asynchronous (A

class) or only in mitotic cells (M class) (Figure 2C). Examples of

ChIP-seq tracks for each category are shown in Figure 2D.
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Correlation of our H3K27ac chromatin immunoprecipitation

sequencing (ChIP-seq) data with published RNA sequencing

(RNA-seq) data from asynchronous ESCs showed that genes

proximal to B-class H3K27ac peaks displayed stronger transcrip-

tional activity compared to the ones that lose or gain H3K27ac

during mitosis (Figure 2E). When we analyzed the distribution of

H3K27ac peaks that belong in each category across the genome,

we noticed a clear overrepresentation of promoter-proximal
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Figure 1. Histone Modifications and Pluripotency-Related Transcription Factors Are Largely Retained on the Mitotic Chromatin

(A) Representative FACS plots showing the percentage of asynchronous or nocodazole-treated ESCs (after mitotic shake-off) expressing the mitotic marker

H3Ser10p.

(B–D) Western blot analyses showing the relative levels of positive and negative controls (B), selected histone modifications (C), and transcription factors (D) on

the chromatin fraction of asynchronous (A) or mitotic (M) ESCs.

(E) Quantitation of (B)–(D) gel bandsusing ImageJ. The relative levels of eachprotein inmitotic chromatin fractions are plotted as a percentage of the respective levels

in asynchronous chromatin fractions. Error bars indicate SD based on at least two independent synchronization and fractionation experiments in two different ESC

lines (ESC V6.5 and ZHBTc4.1). Asterisks indicate significant downregulation when compared to H3 levels, as calculated by t test (**p < 0.01, ***p < 0.001).

(F) Representative live-imaging photos of mitotic ESCs expressing ectopic KLF4, ESRRB, OCT4, and SOX2 fused with a GFP reporter. Overexpression of GFP

alone is used as a control. The chromosomes were stained using a cell-permeable DNA dye (Vybrant Violet).

(G) Time-lapse images of dividing blastomeres after microinjection of KLF4-GFP mRNA into one out of two blastomeres in 2-cell stage embryos.

See also Movie S1.
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peaks among B targets, while A and M targets were mostly

located >2.5 kb away from transcriptional start sites (TSS), either

within gene bodies or in intergenic regions (Figure 2F). Gene

ontology analyses usingGenomic Regions Enrichment of Annota-

tions Tool (GREAT) (McLean et al., 2010) on the B-class H3K27ac

peaks showed enrichment for distinct functional annotations de-

pending on their proximity to the TSS. Specifically, TSS-proximal

peaks strongly enriched for genes involved in fundamental cellular

processes, such as cell-cycle progression and RNA and DNA

metabolism (Figure 2G). On the other hand, distal B-class

H3K27ac peaks (>2.5 kb from TSS) were predominantly linked

to stem cell maintenance-related genes (Figure 2H), including

Nanog, Pou5f1, and Sox2. In fact, we observed that more than

50% of typical ESC-enhancers and more than 90% of the so-

called super-enhancers (Whyte et al., 2013), which are linked to

genes critical for stem cell identity, remained bookmarked by

H3K27ac during mitosis (Figure 2I). Together, these results indi-

cate that H3K27 acetylation during mitosis marks two distinct

sets of genomic regions: (1) enhancers of stem cell-associated

genes, and (2) promoters of cell-cycle-regulating genes.

To test whether the observed behavior of H3K27 acetyla-

tion during mitosis was characteristic of ESCs, we repeated

the above analysis using published H3K27ac ChIP-seq dataset

from G1E erythroblasts (Hsiung et al., 2016). G1E erythro-

blasts showed a similar degree of overlap between mitotic and

asynchronous H3K27ac peaks as well as a conserved pattern of

genomic distribution, with B-class peaks again predominantly

located around promoters (not shown). Comparison of the ESC

andG1E datasets revealed that a large proportion of bookmarked

H3K27acpeakswere commonamong thedifferent cell types (Fig-

ure S2A). GREAT analysis of the common bookmarked peaks

showed a strong enrichment around promoters of genes that

were mostly involved in cell cycle, RNA processing and ribosome

andchromosomeorganization (FiguresS2BandS2C). Incontrast,

ESC-specific and G1E-specific bookmarked H3K27ac peaks

were mostly located away from promoters and were strongly

associatedwith genes characteristic for each specific cell identity

(Figures S2B and S2C). Examples are shown in Figure S2D. In

agreementwith these results,motif scanninganalysesusingeither

the ESC or the G1E bookmarked H3K27ac enhancer peaks en-

riched for binding sites recognized by the master regulators of

each cell type, such as OSN (OCT4-SOX2-NANOG) and ESRRB

or GATA1, respectively (Figure S2E; Table S2). On the other

hand, bookmarked promoter H3K27ac peaks in both cell types

enriched for motifs for common general transcription factors

involved in cell-cycle regulation, including MeCP2 and E2F3.

Taken together, these results propose that H3K27 acetylation is

a previously unappreciated mitotic mark with dual bookmarking

behavior on both promoters of cell cycle and homeostasis-related

genes and enhancers of genes important for cell identity.

KLF4, SOX2, and OCT4 Bookmark Critical Stem Cell
Regulatory Elements during Mitosis
Previous studies have shown that bookmarking factorsmay asso-

ciate with mitotic chromatin in a non-specific manner, coating the

compacted chromosomes, or by specific binding at selected

genomic sites (Caravaca et al., 2013; Kadauke and Blobel,

2013). To distinguish between these possibilities, we investigated

the genome-wide binding patterns of the critical pluripotency

regulators KLF4 (K), OCT4 (O), and SOX2 (S) (Apostolou and Ho-

chedlinger, 2013; Young, 2011) in mitotic and asynchronous

ESCs. Unbiased clustering of all ChIP-seq samples generated

two distinct groups based on the TF they were targeting (KLF4

group and OCT4/SOX2 group), but failed to clearly separate

mitotic from asynchronous samples, highlighting their global sim-

ilarities (Figure S3A). Stringent differential analyses of the asyn-

chronous and mitotic binding sites for each TF revealed a large

number of common genomic targets showing that 25%–60% of

the asynchronous KOS peaks were maintained during mitosis

(bookmarked, B), whereas the rest were markedly decreased

(asynchronous-only, A) (Figures 3A). Examples of bookmarked

or non-bookmarked genomic regions are shown in Figure 3B. Of

note, genomic regions thatwere foundenriched inmitotic samples

(mitotic-only,M) hadoverall lower andmore variable signal among

replicates and thus were excluded from downstream analyses.

In addition to the large number of KOS bookmarked genomic

sites, the strength of mitotic retention (expressed as normalized

ChIP-seq signal) in most of these sites was comparable to the

respective signal in asynchronous ESCs (Figures 3B and S3B).

This finding was surprising given that previously reported book-

marked targets by various TFs, including the recently described

ESRRB and SOX2 in ESCs (Festuccia et al., 2016; Deluz et al.,

2016), were often characterized byweaker binding duringmitosis,

suggesting either technical or biological differences between

studies. To test the possibility that the strength of the detected

signal in our mitotic samples was due to contamination from

Figure 2. ChIP-Seq Experiments Reveal Distinct but Overlapping Patterns of H3K27 Acetylation on Asynchronous and Mitotic ESCs

(A) Numbers of H3K27ac ChIP-seq peaks in asynchronous and mitotic ESCs and extent of overlap between them.

(B and C) Averaged coverage (B) and enrichment (C) plots of H3K27ac ChIP-seq signals in mitotic and asynchronous ESCs. Bookmarked (B) H3K27ac peaks

have comparable signal in both conditions, whereas (A) are preferentially enriched in asynchronous and (M) in mitotic cells. ChIP-seq signals 2.5 kb upstream/

downstream of peak centers are shown.

(D) Examples of H3K27ac tracks that belong in each of the A, B, and M categories.

(E) mRNA levels of genes proximal to H3K27ac peaks that belong to each of the A, B, or M categories. Published RNA-seq data from mouse ESCs (Shen et al.

2012) were used and standardized transcripts per million (TPM) were plotted. The most proximal gene to each peak was considered. Genes that were not

assigned to any of the ChIP-seq peaks are shown as ‘‘Rest.’’ The expression levels of genes proximal to bookmarked H3K27ac sites were significantly higher

compared to the other categories (p < 0.001).

(F) Genomic distribution of each category of H3K27ac peaks relative to genes. Genome was partitioned into proximal to TSS (including TSS and 1 kb flanking

regions), gene bodies (excluding regions proximal to TSS), and intergenic regions (rest of the genome).

(G and H) Top 10 Gene Ontology (GO) annotations enriched in bookmarked H3K27ac peaks that were either (G) proximal to TSS (<2.5 kb) or (H) located >2.5 kb

away from any TSS.

(I) Barplot showing the percentage of typical enhancers and super-enhancers that retain H3K27 acetylation during mitosis (Whyte et al., 2013).
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residual G2 cells (not more than 10% in our mitotic samples), we

mixed interphase ESCs and neuronal progenitor cells (NPCs),

which do not express KLF4, in a ratio of 10:90 and performed

KLF4ChIP-seq and ChIP-qPCR. Figures S3B and S3C confirmed

that the signal from mitotic samples around bookmarked binding

siteswasmuchhigher than the one from the10%Interphase sam-

ple (ESC:NPC mixture) and was in fact similar to the respective

signal in asynchronous ESCs. These results validated that KOS

remain strongly bound on selected genomic sites during mitosis.

To investigate whether lost (A) or bookmarked (B) binding

sites were linked to genes with distinct biological functions, we

performed GREAT analysis. Genomic sites from which the TFs

dissociated during mitosis mostly enriched for signaling, cell cy-

cle, anddifferentiation-associated genes. In contrast, genomic re-

gions bookmarked by these TFs were proximal to genes involved

in chromatin modification as well as stem cell maintenance and

function (Figure 3C). Among them, 40%–50% of typical stem
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Figure 3. ChIP-Seq Assays in Mitotic and

Asynchronous ESCs Identify the Book-

marked Genomic Targets of KLF4, OCT4,

and SOX2

(A) Venn diagrams showing numbers of unique or

common KLF4, OCT4, and SOX2 (KOS)-binding

sites in asynchronous (A) and mitotic (M) mESCs.

ChIP-seq peaks consistently detected in at least

two of three biological replicates were used for

the analyses (see the Supplemental Information).

The percent of asynchronous peaks that were

also detected in mitotic cells (bookmarked) are

reported in parentheses.

(B) Examples of genomic regions that retained

(black outline) or lost (red outline) KOS binding

during mitosis. Note that the extent of KOS

retention was similar or higher compared to the

previously reported bookmarking factor ESRRB

(published datasets from Festuccia et al. [2016]).

(C) Top five gene ontology categories (GO) en-

riched in KLF4 (blue), OCT4 (red), and SOX2

(green) binding sites that were either common

between A and M (bookmarked) or present only

in A (A-only). GOs associated with stem cell iden-

tity (bold) were overrepresented in bookmarked

peaks.

(D) Venn diagram depicting the number of ESC-

specific super-enhancers (SE) (Whyte et al., 2013)

that remained bookmarked by individual TFs and

combinations, highlighting the high frequency of

combinatorial bookmarking.

(E) Barplot showing the percentage of KLF4,

SOX2, or OCT4-bound typical enhancers (TE) and

SE that remained bookmarked during mitosis.

cell-enhancers and more than 60% of su-

per-enhancers (Whyte et al., 2013) re-

mained bookmarked by one or more of

the tested TFs (Figures 3D and 3E), sug-

gesting an important role for maintenance

of stem cell identity after cell division.

Next, we performed motif analysis for

eachgroupof TFbinding sites. For all three

TFs, their specific DNA-bindingmotif was present in 90%–95%of

their respective bookmarked sites, suggesting that mitotic reten-

tion requires specific and direct binding (Table S3). Of note, this

percentage was only slightly lower (82%–90%) among the rest

of the target sites, indicating that solely the presence of the spe-

cific motif is not predictive of mitotic binding. In addition to

OCT4, SOX2, and KLF4 motifs, a large number of other DNA

sequence motifs scored as highly significant over background

among bookmarked sites. After filtering out TFs that areminimally

or not expressed in ESCs, we found a number of potentially

relevant TF motifs that were preferentially enriched among the

KLF4 bookmarked targets, such as sequences for E2F7, KLF3,

and TFDP1 binding (Figure S3D). A distinct set of motifs was

overrepresented among OCT4 and SOX2 bookmarked binding

sites, including the composite OCT4/SOX2/NANOG (OSN)

motif. Interestingly, all targets bookmarked by one or more of

KOS had a higher frequency of ESRRB motif compared to the
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asynchronous- or mitotic-only binding sites. These results sug-

gest that KOS binding during mitosis may be dependent on or

facilitated by additional TFs. Comparison of our results with pub-

lished ChIP-seq datasets demonstrated that the frequency of

bookmarked target sites for OCT4 and SOX2 that coincide with

binding of two or more additional TFs (ESRRB, NANOG, SOX2,

and OCT4) was dramatically higher compared to the A-only sites

(FigureS3E), further suggesting that TF synergy increases the like-

lihood and/or strength of binding during mitosis.

Finally, to gain insights into the interconnection between TFs

and H3K27ac on mitotic bookmarking, we performed enrich-

ment analysis of the observed-over-expected overlap of book-

marked genomic regions (Figure S3F). This analysis revealed

that H3K27ac-bookmarked enhancers preferentially enriched

for cooperative mitotic binding by combinations of TFs, such

as KOS and KS, whereas H3K27ac-bookmarked promoters

preferentially enriched for KLF4 mitotic retention. These results

provide evidence that distinct regulatory regions remain book-

marked by unique combinations of TFs and/or H3K27ac.

Temporal Degradation of OCT4 during Mitotic Exit
Compromises Its Ability to Maintain and Induce
Pluripotency
Our findings support that ESC master regulators are largely re-

tained on selective genomic regions during mitosis, suggesting a

potential bookmarking function important for stemcell identity. To

test thishypothesis,we focusedon themaster regulatorOCT4and

established a system that has been previously shown to enable

conditional protein degradation during mitotic exit (Kadauke

et al., 2012). Specifically, we engineered a chimeric GFP-OCT4

protein (GFP-DB-OCT4 or GDO) that carries a destruction box

(DB) of the mouse cyclin B (Glotzer et al., 1991; Holloway et al.,

1993), which is targeted for degradation by the anaphase promot-

ing complex (APC)duringM-to-G1 transition (Figure 4A). Asacon-

trol, we also generated a non-degradable version (GFP-DBmut-

OCT4orGMO) thatcarriesamutatedDBsequence (R42A,DBmut),

whichhasbeenshown toescape targetingbyAPC(Kadaukeetal.,

2012). ByFACSanalysis aswell as live imaging,weconfirmed that

GMO-infected cells displayed stable GFP expression throughout

the cell cycle, whereas in GDO-infected cells, GFP was rapidly

lost during M-to-G1 transition, reappeared about 1 hr later, and

gradually accumulated at later stages of the cell cycle (Figures

S4A–S4C; Movies S2 and S3).

We then tested the relative ability of GDO and GMO chimeric

proteins to preserve stemness when ectopically expressed in

ZHBTc4.1 ESCs that rapidly silence endogenous OCT4 expres-

sion upon doxycycline treatment (Niwa et al., 2000). Western

blot analyses of total protein extracts validated that doxycycline

induced efficient depletion of endogenous OCT4, while expres-

sion of the exogenous GDO and GMO chimeric proteins were

not affected (Figure S4D). In agreement with previous reports,

silencing of endogenous OCT4 resulted in abrupt differentiation

of uninfected ZHBTc4.1 cells, as shown by the loss of critical

stem cell regulators such as NANOG, SOX2, and ESRRB (Fig-

ure S4D) and by their inability to give rise to alkaline phospha-

tase (AP)-positive colonies (Figure S4E). Although both GDO

and GMO expression were able to ameliorate these pheno-

types,GDO-infectedESCswere impaired inmaintaining sufficient

mRNAandprotein expressionof stemcell regulators uponendog-

enous OCT4 depletion (Figures 4B, S4D, and S4F). In agreement,

scoring of ESC colonies based either on their morphology or

NANOG expression showed that GDO-expressing cells formed

asignificantlyhigherpercentageofpartiallyorcompletelydifferen-

tiated colonies upon doxycycline treatment compared to the

GMO-expressing cells (Figures 4Cand 4D). Taken together, these

results suggest that temporal degradation of OCT4 during mitotic

exit compromises its ability to maintain pluripotency.

We next investigated the role of OCT4 mitotic bookmarking on

reprogramming somatic cells to induced pluripotent stem cells

(iPSCs) by overexpressing GDO or GMO along with wild-type

SOX2, KLF4, and cMYC (Sommer et al., 2009) in mouse embry-

onic fibroblasts (MEFs) (Figures 5A and S5A). Cells expressing

GDO protein were deficient in upregulating the early pluripo-

tency marker SSEA-1 compared to the GMO-expressing ones

(Figure S5B). Consistently, GDO-KSM reprogrammed MEFs

generated substantially reduced numbers of iPSC colonies,

as assessed by ESC-like morphology (Figure 5B), alkaline phos-

phatase staining, and NANOG expression (Figures S5C

and S5D), compared to the ones expressing GMO or wild-type

OCT4. Of note, immunofluorescence experiments on metaphase

chromosome spreads from OKSMMEFs undergoing reprogram-

ming revealed persistent binding of the ectopic OCT4, SOX2, and

KLF4 factors on the condensed chromosomes and exclusion of

RNA PolII (Figure 5C). Collectively, these results demonstrate

the capacity of OCT4, SOX2, and KLF4 to bind on mitotic chro-

matin of both ESCs and somatic cells and provide evidence

that bookmarking is also important for induction of pluripotency.

DISCUSSION

Our study revealed a widespread yet specific retention of

selected histone modifications and stem cell regulators on

mitotic chromatin of ESCs, arguing that extensive chromatin

and TF bookmarking might ensure faithful propagation of stem

cell identity.

Among the highly retained histone modifications that we

observed, H3K27ac was particularly intriguing, because histone

acetylation levels were overall decreased during mitosis, in

concordance with reduced transcriptional activity. Given that

H3K27ac is strongly linked to enhancer activity and cell-type

specificity, we considered it an attractive bookmarking candi-

date for propagation of cell identity. Interestingly, analysis of

H3K27ac ChIP-seq data from ESCs as well as erythroblasts re-

vealed a bookmarking preference for both cell-type-specific en-

hancers and housekeeping promoters. Whether the preferential

mitotic retention of H3K27ac represents a residual mark of high

transcriptional activity during interphase or an actual bookmark-

ing mechanism that ensures rapid transcriptional reactivation of

essential genes during mitotic exit remains to be determined. In

support of the latter hypothesis, presence of H3K27ac in mitotic

erythroblasts has been correlated with increased transcriptional

activity during early G1 (Hsiung et al., 2016). However, more

definitive studies will be required to interrogate the significance

of this mark in transcriptional memory.

In addition to the H3K27ac-bookmarked targets, we also iden-

tified distinct subsets of genomic regions that lost or gained this
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histone mark during mitosis, suggesting that mechanisms for

depositionand removal of this histonemodificationmaybeat least

partially active during mitosis or mitotic entry. HDACs have been

reported to play crucial roles in cell-cycle progression through

mitosis (Li et al., 2006; Cimini et al., 2003), resulting in decreased

histone acetylation levels, and thus the loss of H3K27ac peaks

was not unexpected. In contrast, the de novo acetylation of

distinct genomic sites duringmitosis is puzzling. Apotential expla-

nation would be that these mitotic-specific enhancer elements

play a role in maintaining or inducing transcriptional activity of

selected genes during mitosis, a possibility that could be ad-

dressed by nascent RNA sequencing experiments. Of note,

although global transcriptional shut down during mitosis is well-

documented, an increasing number of studies report subsets of

genes that ‘‘escape’’ this silencing (Halley-Stott et al., 2014; Liang

et al., 2015; Liu et al., 2017; Sciortino et al., 2001).

Previous studies in somatic cells have reported that most TFs

and cofactors dissociate from mitotic chromatin, except for a

few bookmarking factors (Martı́nez-Balbás et al., 1995; Kadauke

and Blobel, 2013). Here, usingmultiple independent experimental

approaches, we report that a large number of stemcell regulators,

including the recently described ESRRB and SOX2 (Festuccia

et al., 2016; Deluz et al.; 2016), were largely retained on mitotic

chromatin of ESCs. Interestingly, in contrast with these studies,

our data revealed a strong, widespread-yet-specific binding of

KOS during mitosis. Biological and/or technical differences,
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Figure 4. Temporal Degradation of OCT4 during Mitotic Exit Compromises Its Ability to Maintain Pluripotency

(A) Graphic illustration of our experimental strategy to test the effect of mitotic degradation of OCT4 on stem cell identity. The GFP-DB-OCT4 (GDO) chimeric

protein carrying the destruction box (DB) of Cyclin B is degraded specifically duringmitotic exit. In contrast, GFP-DBmut-OCT4 (GMO) carrying an R42Amutation

(DBmut) remains unaffected. See also Figures S1A–S1C and Movies S2 and S3.

(B) Quantitation of western blot experiments (Figure S4C) testing protein levels of selected stem cell regulators in ZHBTc4.1 cells infected with GDO or GMO and

either untreated or treated with doxycycline (dox). Gel bands quantitated by ImageJ were normalized to the uninfected no dox control for each protein and then

normalized to the level of exogenous OCT4 for each condition. Error bars indicate SD of two technical replicates, and results from two independent experiments

are shown. *p value < 0.05, as calculated by t test.

(C) Barplot showing the quantity and quality of colonies formed by ZHBTc4.1 ESCs expressing either GMO or GDO in the presence of doxycycline. GFP positive

cells were sorted and plated on feeders and colonies were scored 7–10 days later based either on their morphology or NANOG expression. The results of three

independent experiments are summarized; t test showed significantly (p value < 0.05) higher percentage of pluripotent-like colonies in the GMO expressing cells.

Of note, uninfected ZHBTc4.1 fully differentiated in the presence of dox.

(D) Examples of pluripotent, partially differentiated, and fully differentiated colonies based on their morphology (Bright field) and the presence of NANOG-positive

cells (red) as detected by immunofluorescence.
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such as synchronization and immunoprecipitation efficiencies,

may explain these discrepancies. Notably, our findings are in

agreement with a recently proposed model that TF retention on

mitotic chromatin of ESCs may be a much broader phenomenon

thanpreviously appreciated (Teves et al., 2016).Whether this phe-

nomenon is characteristic of pluripotent stem cell chromatin or is

also present in other fast-cycling progenitor or even differentiated

cells remains tobe tested.Globalproteomicsassays invariouscell

typescouldenabledeterminationof the relativechromatincompo-

sition ofmitotic and interphase cells and give a better understand-

ing of the key players and principles that govern this timewindow.

Importantly, despite the widespread mitotic retention we

observed, specific TFs, such as NANOG and REX1, were mostly

dissociated from mitotic chromatin. The biological significance

and underlying mechanisms of retaining or excluding specific

TFs frommitotic chromatin warrant further investigation. Interest-

ingly, all of the TFs that remainedboundonmitotic chromatin have

been reported to either have histone-like properties (UTF1) or

function as pioneer factors (OCT4, SOX2, KLF4, and ESRRB)

(Soufi et al., 2012, 2015), suggesting that intrinsic DNA-binding

properties—in addition to TF cooperativity—may determine the

bookmarking potential of each protein. In agreement, our experi-

ments showed that ectopically expressed KLF4 in blastomeres

and reprogramming TFs in MEFs were able to access mitotic

chromatin. However, the bookmarking capacity and specificity

of defined TFs in different cellular contexts still need to be

determined.

The high degree and specificity of mitotic retention of KLF4,

OCT4, and SOX2 we observed in ESCs strongly supports a po-

tential bookmarking role for faithful inheritance of stemness in

daughter cells. Indeed, our functional assays confirmed that tem-

poral degradation of OCT4 during G1 entry induced destabiliza-

tion of stemcell identity and unscheduleddifferentiation. Although

we cannot exclude that the slow recovery of OCT4 protein levels

(3 hr until full recovery, Figure S4C) may also account for the

observed phenotypes, our results highlight the importance of

this time window for OCT4 to safeguard pluripotency. Moreover,

we showed that OCT4 presence during mitotic exit was also crit-

ical for efficient reprogramming of somatic cells into iPSCs.

Elegant experiments in the past have shown that cell division is

required for successful TF-mediated reprogramming, proposing

that transient silencing of the somatic-specific transcriptional pro-

gram and dissociation of the lineage-specifying factors during

mitosis provide a unique chance for a new cell fate to arise (Egli

et al., 2008, 2011; Koche et al., 2011). Our findings suggest that

active mitotic binding of reprogramming factors may facilitate

overwriting somatic cell identity.

Mitosis is believed to represent a temporal crisis of cell identity

and a window of opportunity for cell fate transitions. Multiple

studies have shown that during mitotic exit and G1 entry ESCs

are the most susceptible to environmental cues that induce line-

age specification (Pauklin and Vallier, 2013; Dalton, 2015; Pau-

klin et al., 2016). Therefore, understanding the mechanisms

that govern this critical cell-cycle window will enable the identifi-

cation of molecular levers that could be used to shift the balance

of self-renewal/differentiation to promote a certain lineage. Our

results constitute an important step toward this direction by

revealing patterns and basic principles of mitotic occupancy

for critical chromatin marks and stem cell regulators.

EXPERIMENTAL PROCEDURES

See the Supplemental Information for details.

Cell Culture

V6.5, ZHBTc4.1 (Niwa et al., 2000), and H2B-mCherry expressing ESCs were

cultured on irradiated feeder cells in KO-DMEM (Invitrogen) supplemented

with GlutaMAX, pen-strep, nonessential amino acids, b-mercaptoethanol,

1,000 U/mL LIF, and 15% heat-inactivated fetal bovine serum.
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Figure 5. Temporal Degradation of OCT4

during Mitotic Exit Compromises Its Ability

to Induce Pluripotency

(A) Experimental strategy to test the relative ability

of GDO and GMO to induce pluripotency when

overexpressed together with SOX2, KLF4, and

cMYC in mouse embryonic fibroblasts (MEFs).

Wild-type OCT4 was used as a positive control.

(B) Quantitation of ESC-like colonies that were

generated upon reprogramming with the respec-

tive construct. The number of colonies was

normalized to the infection efficiency as described

in the Supplemental Experimental Procedures.

Three independent experiments are shown.

(C) Representative immunofluorescence photos of

metaphase chromosomes from MEFs expressing

OKSM after doxycycline induction. OCT4, SOX2,

and KLF4 were efficiently detected on the mitotic

chromosomes, whereas RNA polymerase II (PolII)

was excluded from the condensed chromosomes.

Matched IgG isotypes (goat for KOS and rabbit for

PolII) were used as negative controls.
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Mitotic Arrest and Subcellular Fractionation

ESCs were passaged on gelatinized plates the day before synchronization.

Nocodazole (200 mg/mL) was added to the medium for 7 hr prior to collection

by mitotic shake-off for western blot and ChIP-seq assays. Synchronization

efficiency was determined by FACS analysis on ethanol-fixed cells stained

with H3Ser10p and DAPI. Chromatin-associated extracts were prepared using

a subcellular protein fractionation kit (ThermoScientific, #78840) following

manufacturer’s instructions.

ChIP-Seq Assays

ChIP was performed as described previously (Apostolou et al., 2013). Related

antibodies and primers are listed in Tables S1 and S4. Library construction and

ChIP-seq analysis are described in the Supplemental Information.

DNA Constructs, Infections, and Functional Assays

Turbo GFP followed by either the Cyclin B destruction box (DB) (13–90 aa) or a

mutated R24A version (DBmut) was cloned in frame with Oct4 into: (1) the

pHAGE-Ef1a vector to generate GDO or GMO constructs, or (2) the pHAGE-

tetO-Stemcca (Sommer et al., 2009) vector to generate the GDO-KSM and

GMO-KSM constructs. Virus production and transduction was performed as

described previously (Apostolou et al., 2013).

ZHBTc4.1 ESCs either uninfected or infected with GDO or GMOwere plated

on gelatin without feeders in presence or absence of dox (2 ug/mL) in regular

ESC medium (+LIF) or in the absence of LIF (�LIF). Cells were then collected

for western blot analyses, qRT-PCR, or colony formation and scoring as

described in the Supplemental Information.

Mouse embryonic fibroblasts (MEFs) carrying the Rosa26-rtTA allele were

infected with GDO-KSM, GMO-KSM, and then reprogrammed as described

before (Stadtfeld et al., 2012).

Statistical Analyses

Two-sample two-sided t test or Wilcoxon test were used to calculate the

reported p values in Figures 1E and 4B and S4F or 2E, respectively.
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SUMMARY

Stochastic and proliferative events initiated from a
single cell can disrupt homeostatic balance and
lead to fatal disease processes such as cancer
metastasis. To overcome metastasis, it is necessary
to detect and quantify sparsely distributed metasta-
tic cells throughout the body at early stages. Here,
we demonstrate that clear, unobstructed brain/
body imaging cocktails and computational analysis
(CUBIC)-based cancer (CUBIC-cancer) analysis
with a refractive index (RI)-optimized protocol en-
ables comprehensive cancer cell profiling of the
whole body and organs. We applied CUBIC-cancer
analysis to 13 mouse models using nine cancer cell
lines and spatiotemporal quantification of metastatic
cancer progression at single-cell resolution. CUBIC-
cancer analysis suggests that the epithelial-mesen-
chymal transition promotes not only extravasation
but also cell survival at metastatic sites. CUBIC-
cancer analysis is also applicable to pharmacothera-
peutic profiling of anti-tumor drugs. CUBIC-cancer
analysis is compatible with in vivo bioluminescence
imaging and 2D histology. We suggest that a scal-
able analytical pipeline with these three modalities
may contribute to addressing currently incurable
metastatic diseases.

INTRODUCTION

Rudolf Virchow, the father of modern pathology, declared that

the body is a ‘‘cell state, in which every cell is a citizen’’ and dis-

ease is ‘‘merely a conflict of citizens in this state brought about

by the action of external forces’’ (Nicholls, 1927). His cell theory

brought the current concept of cellular pathology based on

microscopic histological analysis to the early model of pathol-

ogy, which largely relied on clinical symptoms and gross appear-

ances in patients. Thereafter, comprehensive analysis and

decoding of the more than 100 billion cells comprising the

mammalian body have become one of the ultimate goals in

biology and medicine. Although recent advances in a series of

live-imaging systems have provided important breakthroughs

to examine dynamics at the whole-body scale, it is still difficult

to clarify the generation and progression of diseases with sto-

chastic and proliferative processes, such as autoimmune and

malignant neoplastic diseases (Saadatpour et al., 2017; Takaha-

shi et al., 2015). In particular, tumor metastasis can be initiated

by a few cancer cells, and use of current imaging systems is a

challenge due to their limited spatial resolution. Additionally,

according to metastasis images from these imaging systems,

3D reconstitution of possibly affected organs by 2D histology

is labor intensive. To bridge the spatial resolution gap between

these approaches, a fundamentally novel analytical platform is

required. To detect and quantify sparsely distributed metastatic

cells at early stages of cancer metastasis, it is necessary to

detect metastatic cells throughout the whole body and visualize

individual tumor microenvironments.

Tissue-clearing-based 3D imaging is a most promising strat-

egy for the visualization of the entire mouse body/organs at

single-cell resolution (Susaki and Ueda, 2016). Recently, various

kinds of tissue-clearing protocols have been developed,

including organic solvent-based methods (Dodt et al., 2007;

Ert€urk et al., 2012; Renier et al., 2014), hydrophilic chemical-

based methods (Cuccarese et al., 2017; Hama et al., 2011; Ke

et al., 2013), and hydrogel-based methods (Chung et al.,

2013). Spalteholz (1914) first established the basic concept of

human tissue clearing based on organic solvents. Although tis-

sue-clearing protocols have been available for a century, it is still

difficult to comprehensively visualize sparsely distributed patho-

genic cells throughout the mouse body using current tissue-

clearing protocols.

In this study, we first investigate optimal refractive indices (RIs)

ranging from 1.44 to 1.52 against each organ, and we demon-

strate that an RI of 1.52 has the highest clearing efficiency among

major organs. Then, we describe a highly efficient clearing
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Figure 1. Whole-Body and Whole-Organ Clearing and Imaging with Optimized RI Solutions

(A) Whole-body and whole-organ clearing protocols. The whole-organ clearing protocol (left) and the whole-body clearing protocol (right) are shown.

(B) Bright-field images of whole organs (brain, heart, lung, liver, and kidney) from C57BL/6N mouse (13 weeks old, male) after RI adjustment (RI = 1.44, 1.48, and

1.52). Control organs were stocked in PBS buffer (RI = 1.33).

(C) Average parallel transmittance of RI-adjusted brain and lung. Parallel light transmittance around the visible region (450–750 nm) of organs was measured

(n = 2). Data represent mean ± SD.

(legend continued on next page)
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protocol for the whole adult mouse body using a more efficient

delipidation cocktail, clear unobstructed brain/body imaging

cocktails and computational analysis (CUBIC)-L, and an opti-

mized RI-matching medium, CUBIC-R. The specimens treated

with this clearing protocol are clear enough to use for 3D imaging

of the entire mouse body. The combination of light-sheet fluores-

cent microscopy (LSFM) and confocal laser-scanning micro-

scopy (CLSM) enables the detection of cancer micrometastases

in various kinds of mouse models. Our CUBIC-cancer analysis is

compatible with the in vivo bioluminescence imaging system

and conventional 2D histology, successfully bridging the spatial

resolution gap between these approaches. CUBIC-cancer anal-

ysis is applied here to 13 mouse models using nine cancer cell

lines, and it distinguishes different hematogenous metastatic

patterns, such as angiogenic growth and co-optive growth.

Moreover, CUBIC-cancer analysis enables the spatiotemporal

quantification of metastatic cells even in the early stages of

metastasis formation. In addition, we investigated the in vivo

role of transforming growth factor b (TGF-b) signaling in lung

metastasis, and we applied an in vivo system to evaluate the

therapeutic effect of anti-cancer drugs on cancer metastasis.

CUBIC-cancer analysis provides a fundamental platform for

the analysis of the metastatic growth and progression of cancer

throughout the body.

RESULTS

Optimized RI Cocktail Enables Whole-Body and
Whole-Organ Clearing in Adult Mice
Previously, we achieved the whole-body imaging of postnatal

day 1 mice at single-cell resolution by whole-body clearing

based on a ScaleCUBIC-1 reagent (Tainaka et al., 2014). How-

ever, it remains difficult to sensitively and comprehensively

detect the distribution of cancer cells that have metastasized

to organs throughout the body of adult mice because of an insuf-

ficient delipidation efficiency and the unoptimized RI value of the

ScaleCUBIC-1 reagent. To address these issues, we have per-

formed comprehensive chemical profiling of hydrophilic chemi-

cals to characterize highly effective delipidation reagents and

water-soluble high-RI reagents (T.C. Murakami and K. Tainaka,

unpublished data). Through a further combinatorial analysis,

we identified the optimized cocktail of 10w%/10w%N-butyldie-

thanolamine/Triton X-100 (termed CUBIC-L) for delipidation.

CUBIC-L enabled the complete delipidation of isolated parafor-

maldehyde (PFA)-fixed organs within 2 to 5 days, depending on

the organ without pre-treatment with CUBIC-perfusion and

quenching of proteins (Figure 1A, left). We found that CUBIC-L

could also permeabilize skin-detached body samples of adult

mice using theCUBIC-perfusion protocol and subsequent delipi-

dation for 7 days (Figure 1A, right; Supplemental Experimental

Procedures).

As for the RI-matching step, there is an ongoing controversy

about themost appropriate RI for permeabilized tissues (Tainaka

et al., 2016). The RI for each intact biological tissue may depend

on the contents and densities of lipids, proteins, and other con-

stituents (Johnsen and Widder, 1999; Tuchin, 2015). Since hy-

drophilic RI media with an RI over 1.52 were likely to precipitate

at room temperature, we evaluated RI-matching cocktails

composed of antipyrine and nicotinamide with RIs ranging

from 1.44 to 1.52 for clearing permeabilized major organs,

considering practical use. After a 2-day treatment, all major

organs appeared to be most efficiently transparentized by the

RI-matching cocktail with an RI of 1.52 (Figures 1B and S1A),

termed CUBIC-R, which is composed of 45 w%/30 w% antipy-

rine/nicotinamide. Indeed, the transmittance of the chemically

treated organs increased as the RI value increased (Figures 1C

and S1B). We noted that all organs treated with CUBIC-L and

CUBIC-R showed significantly high transmittance in the 450 to

750 nm range, probably due to the high decoloring ability of N-

butyldiethanolamine in CUBIC-L (Figure S1C). These results

prompted us to render the whole-body clearing of adult mice

using CUBIC-R (RI = 1.52) as a final RI-matching step. The trans-

mission images of adult mice demonstrated that the new proto-

col markedly transparentized adult mice to visualize caudal

vertebrae in ventral to dorsal (V-D) images (Figure 1D).

The New CUBIC Protocol Enables the Whole-Body and
Whole-Organ Imaging of Adult Mice by 3D Nuclear
Counterstaining and Immunohistochemistry
Simultaneous visualization of cancer cells, overall organ struc-

tures, and related molecular markers would facilitate our under-

standing of the underlying molecular mechanisms of cancer

metastasis. For the comprehensive analysis of cancer metas-

tasis, we initially carried out nuclear counterstaining with

RedDot2 or propidium iodide (PI) to acquire whole-body and

whole-organ structural images using LSFMaccording to our pre-

vious staining protocols (Figure 1E) (Susaki et al., 2014; Tatsuki

et al., 2016). The resulting 3D-reconstituted image of each organ

enabled the visualization of anatomical structural images even in

deeper regions (Figure S1D). The new CUBIC protocol allowed

the whole-body imaging of adult mice, clearly visualizing the in-

ternal structures of cardiovascular and abdominal organs (Fig-

ures 1F and S1E).

Next, we investigated whether the new CUBIC protocol is

compatible with 3D immunohistochemistry. The brains of adult

mice were co-stained with RedDot2 and anti-a-smooth muscle

(D) Bright-field images of whole body of C57BL/6N mouse (6 weeks old, male) treated with CUBIC-R. After delipidation and decolorization, adult mouse bodies

were treated with PBS buffer (upper) or CUBIC-R (lower).

(E) Whole-body and whole-organ staining protocols. The whole-body staining protocol with PI (left) and the whole-organ staining protocol with RedDot2 or

fluorescently labeled primary antibody (right) are shown.

(F) The 3D-reconstituted (3D) body images of PI-stained adult C57BL/6N mouse (10 weeks old, male). Whole-body imaging (WBI), thoracic organ imaging, and

abdominal organ imaging are shown.

(G) The 3D-immunostained organ images. The brain from C57BL/6N mouse (15 weeks old, male) was stained with RedDot2 and fluorescein isothiocyanate

(FITC)-conjugated anti-a-SMA antibody. 3D (upper) and x-y plane (XY) (lower) images are shown. The white inset was magnified next to the XY image.

See also Figure S1.
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Figure 2. Whole-Body Imaging of Cancer Metastasis at Single-Cell Resolution

(A) Whole-body and whole-organ staining protocols. The whole-body staining protocol with PI (left) and the whole-body staining protocol with RedDot2 (right) are

shown.

(B) Whole-body imaging of the experimental liver metastasis model by splenic injection with Panc-1 cells in BALB/c-nu/nu mice. The bioluminescence image

(leftmost), WBI, images around the metastatic sites in the liver (L) and pancreas (P) with CUBIC-cancer analysis (second and third from left), magnified 3D and XY

images (fourth and fifth from left) (Panc-1: GFP, nuclei: PI), and representative images of HE staining after CUBIC-cancer analysis (rightmost) are shown.

(legend continued on next page)
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actin (a-SMA) antibody according to the staining protocol (Fig-

ures 1E and 1G). Spatial distributions of smooth muscle cells

and lymphatic endothelial cells were simultaneously visualized

in the lung by co-staining of a-SMA and vascular endothelial

growth factor receptor 3 (VEGFR3) (Figure S1F). Hence, our

CUBIC protocol was also applicable to 3D multiple immunohis-

tochemical labeling. These results indicate that the new CUBIC

protocol is a powerful tool for comprehensive pathological

analysis.

CUBIC-Cancer Analysis Enables the Whole-Body
Imaging of Cancer Metastasis at Single-Cell Resolution
To bridge the resolution gap between in vivo bioluminescence

imaging and 2D histology with our scalable CUBIC-based can-

cer (CUBIC-cancer) analysis, we established cancer cells sta-

bly expressing firefly luciferase and fluorescence proteins,

and we used them in mouse models (Figure 2A). First, we em-

ployed an experimental liver metastasis model by splenic injec-

tion of human pancreatic cancer cells (Panc-1). Nine weeks

after injection, bioluminescence signals were detected in the

abdomens of the mice (Figure 2B, left panel). We applied the

CUBIC-cancer analysis and PI-staining protocol to this mouse

model, and then we acquired whole-body images with LSFM

(Figure 2A). As a result, fluorescence signals were successfully

visualized in several organs, suggesting that the CUBIC-cancer

analysis is applicable to the fluorescent proteins (Figure 2B,

middle panels). In addition, magnified 3D images of these or-

gans were obtained with CLSM in the CUBIC-cancer analysis.

We noted that the resolution of these 3D images was high

enough to discriminate individual cancer cells and comparable

to that of 2D hematoxylin and eosin (HE) slice images, which

were obtained after CUBIC-cancer analysis (Figure 2B, right

panels).

As another pathway of cancer metastasis, peritoneal dissem-

ination model mice were generated by the intraperitoneal injec-

tion of human pancreatic cancer cells (SUIT-2). Twenty-two

days after injection, mCherry signals from SUIT-2 cells were

observed in the liver and small intestine by CUBIC-cancer anal-

ysis (Figure 2C), roughly corresponding to those of biolumines-

cence signals from in vivo bioluminescence imaging (Figure S2A,

left panel). Combined with counterstained confocal images, we

succeeded in the direct quantification of the cell numbers of can-

cer colonies (Figures 2C and 2D). The CUBIC-cancer analysis

also recapitulated cancer dissemination in other mice with

SUIT-2 cells (Figures S2B and S2C), indicating the wide applica-

bility of the CUBIC-cancer analysis protocol.

To prepare a syngeneic tumor model, we orthotopically in-

jected murine renal cancer cells (Renca) into wild-type BALB/c

mice. Although the formation of a primary renal tumor was visu-

alized 2 weeks after injection, it was difficult to detect cancer

metastasis to other organs by in vivo bioluminescence imaging

(Figure S2A, right panel). In contrast, CUBIC-cancer analysis re-

vealed that numerous metastatic colonies had widely spread to

the lung, liver, pancreas, and mesenteric lymph nodes (Figures

2E and S2D). Using CUBIC-cancer analysis combined with

LSFM and CLSM, we also succeeded in the direct quantification

of the cell numbers of these dispersed metastatic colonies (Fig-

ures 2F and S2E). Taken together, CUBIC-cancer analysis

makes it possible to not only detect the dispersion of metastatic

cancer cells throughout the entire body with high sensitivity but

also determine the spatial distribution of individual cancer cells

at single-cell resolution. In addition, CUBIC-cancer analysis is

compatible with in vivo bioluminescence imaging and 2D

histology.

Whole-Organ CUBIC-Cancer Analysis Provides a
Systematic, Robust, Widely Applicable, and
Immunolabeling-Compatible Analytical Platform for
Cancer Metastasis
After the comprehensive detection of cancer metastasis

throughout the body, the whole-organ CUBIC-cancer analysis

would globally delineate the metastatic landscape of each

cancer metastasis model. To this end, whole-organ clearing

and staining were conducted according to Figure 3A. Initially,

we quantified the growth of primary tumors in orthotopic

models with SUIT-2 cells and OS-RC-2 cells (Figure S3A).

CUBIC-cancer analysis also permitted us to visualize metasta-

tic colonies in whole organs, including the lung, liver, and

intestine (Figure 3B). The colony number and volume of the

metastasis in each organ were calculated (Figure S3B).

We also exemplified CUBIC-cancer analysis with a Panc-1

cell liver metastasis model (Figure S3C). This highly reproduc-

ible analysis would overcome enduring issues in our under-

standing of in vivo metastatic progression in various cancers.

Thus, CUBIC-cancer analysis enabled the complete quantifica-

tion of metastatic colonies in an individual tumor-bearing

mouse.

To verify CUBIC-cancer analysis as a general purpose plat-

form, several lung metastasis models derived from various types

of cancer cells were examined (Figure 3C). The detected red-

color signals were shown to have originated frommCherry, using

immunohistochemical staining with anti-mCherry antibody (Fig-

ures 3D and S3D). In the experimental metastasis models, all

mouse cancer cells, i.e., 4T1, B16F10, and Renca cells, tended

to grow to large colonies, while the morphologies of these col-

onies were all different. In case of experimental metastasis

(C) Whole-body imaging of the experimental peritoneal dissemination model by intraperitoneal injection with SUIT-2 cells in BALB/c-nu/nu mice. WBI and

abdominal organ images in liver (L) and intestine (I) (leftmost and second from left) and magnified 3D and XY images (third from left and rightmost) are shown

(SUIT-2, GFP; nuclei, PI).

(D) Quantification of the cell number and the volume of metastatic colonies. Spot analysis and surface analysis were applied to the magnified images in (C).

(E) Whole-body imaging of the spontaneous metastasis model with orthotopic injection of Renca cells in BALB/c mice. WBI and organ images in lung (Lu),

heart (H), liver (L), kidney (K), pancreas (P), and lymph nodes (LN) (leftmost and second from left) and magnified 3D and XY images (third from left and rightmost)

are shown (Renca, mCherry; nuclei, RedDot2).

(F) Quantification of the cell number and the volume of metastatic colonies. Spot analysis and surface analysis were applied to the magnified images in (E).

See also Figure S2 and Table S1.
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with human cancer cells, MDA-MB-231 cells also formed large

colonies throughout the lungs compared to A549 cells. In

contrast, in spontaneous lung metastasis with Caki-1 cells,

metastatic colonies were observed throughout the lungs,

but their volumes were small. Overall, we succeeded in applying

CUBIC-cancer analysis to 13 different mouse models with nine

cancer cell lines (Table S1).

These results demonstrate that whole-organ CUBIC-cancer

analysis is a systematic, robust, widely applicable, and immuno-

labeling-compatible analytical platform for cancer metastasis.

C

D

B

A

Figure 3. Whole-Organ Imaging of Various Cancer Metastasis Models

(A) Whole-organ staining protocols with RedDot2 or antibody.

(B) Whole-organ imaging of the spontaneous metastasis model with orthotopic injection of SUIT-2 cells in BALB/c-nu/nu mice. The bioluminescence image

(leftmost) and primary tumors in the pancreas and the metastatic colonization in the distant organs (second, third, and fourth from left and rightmost) are shown

(SUIT-2, mCherry; nuclei, RedDot2).

(C) Whole-lung imaging of several metastasis models. In the experimental lung metastasis model, cancer cells (MDA-MB-231, A549, 4T1, B16F10, and Renca)

were intravenously injected in mice. In case of spontaneous metastasis, Caki-1 cells were orthotopically injected into the kidney (cancer cell, mCherry; nuclei,

RedDot2).

(D) Whole-lung 3D immunohistochemistry with anti-mCherry antibody (cancer cell, mCherry; anti-mCherry, Alexa Fluor 647). White insets were magnified next to

the whole-lung images in (C) and (D).

See also Figure S3.
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Figure 4. 3D Analysis of the Metastatic Patterns in Experimental Brain Metastasis Models

(A) Scheme of the experimental procedure.

(B) Whole-brain imaging of the experimental brain metastasis models with MDA-231-D cells or OS-RC-2 cells in BALB/c-nu/nu mice. The 3D images of the

brain samples are shown (upper, MDA-231-D at day 28; lower, OS-RC-2 at day 40; cancer cell, mCherry; a-SMA, FITC; nuclei, RedDot2). Animal number of each

group is n = 6.

(legend continued on next page)
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CUBIC-Cancer Analysis Enables Monitoring of the
Different Patterns of Brain Metastasis Formation with
Blood Vessels in 3D
Brain metastasis is frequently observed in melanoma and some

other cancers, and it results in a high risk of mortality (Gavrilovic

and Posner, 2005; Nussbaum et al., 1996). Recently, two-

photon microscopy-based analytical methods have clarified

the correlation between brain metastasis and the cerebral blood

vasculature (Carbonell et al., 2009; Kienast et al., 2010). Never-

theless, quantitative and statistical analyses of the spatial

distribution of all metastatic colonies throughout the brain are

still challenging. Thus, we investigated whether our CUBIC-can-

cer analysis can be used to classify the potentially different

types of brain metastasis by quantitatively and statistically

analyzing metastatic colonies in the entire organ (Figure 4A).

The brain metastasis model of MDA-231-D cells was compared

with another model using OS-RC-2 cells. Although there ap-

peared to be no distinct difference in metastatic features be-

tween these models by in vivo bioluminescence imaging

(Figure S4A), CUBIC-cancer analysis clearly showed that meta-

static colonies in these models exhibited different histological

patterns (Figure 4B).

Many colonies of MDA-231-D cells were localized with

a-SMA-positive vascular smooth muscle cells. On the other

hand, most colonies of OS-RC-2 cells were distant from

a-SMA-positive vascular smooth muscle cells (Figure 4B). In

addition, these metastatic morphological features were also

identified by the histological analysis based on HE staining

with or without CUBIC-cancer analysis (Figure S4B). To quantify

the morphological features, we used the index ‘‘volume per sur-

face area,’’ which was positively correlated with the roundness

of the colony, and we found a significant difference between

the two metastatic models (Figure 4C). Furthermore, the col-

onies of MDA-231-D cells tended to be smaller and closer to

the blood vessels than those of OS-RC-2 cells (Figure S4C).

These results suggest that the colony formation of OS-RC-2

cells in the brain may be dependent on cancer cell-mediated

neovascularization (angiogenic growth), whereas MDA-231-D

cells may be able to migrate toward pre-existing vasculatures

and hijack them during the process of metastasis (co-optive

growth).

For elucidating the mechanism of cancer metastasis, it is

important to determine whether brain metastatic foci are gener-

ated by a single cell. To test this, equal numbers of mCherry- or

GFP-expressing OS-RC-2 cells were mixed and used for intra-

cardiac injection into the same mouse. CUBIC-cancer analysis

revealed that most mCherry-positive cells in the brain were

separate from the colonies of GFP-positive cells (Figure 4D),

thus revealing the metastatic properties of individual cancer

cells.

CUBIC-Cancer Analysis Is Applicable to Statistical
Spatiotemporal Analysis during the Initial Steps of
Metastatic Progression
The statistical spatiotemporal analysis of cancermetastasis in an

entire organ has the potential to be a powerful tool for cancer

research. To visualize time-dependent cancer metastasis, an

experimental lung metastasis model with MDA-231-D cells

was used in combination with CUBIC-cancer analysis. We then

carried out whole-lung imaging of metastatic foci or colonies

(Figure 5A). To ensure the non-biased exhaustive detection of

size-variable metastatic foci, the average volume of nuclei was

adopted as the threshold for focus detection (Figure S5A). Immu-

nodeficient BALB/c-nu/numice and immunocompetent BALB/c

mice were intravenously injected with MDA-231-D cells, and

metastatic foci were detected by CUBIC-cancer analysis 1 hr

after injection (Figures 5B and 5C). In total, three to four mice

at each time point were analyzed (Figures S5B and S5C).

In BALB/c-nu/nu mice, numerous metastatic foci spread

throughout the lung were drastically eliminated within 1 day after

injection (Figure 5D). Although the number of foci continued to

decrease after day 1, the average volume of the foci markedly

increased from day 3, suggesting metastatic colonization. On

the other hand, in BALB/c mice, metastatic foci were thoroughly

excluded without any colonization (Figures 5E and S5C).

Confocal images were used to quantify the emerged metastatic

colonies on day 14 in BALB/c-nu/nu mice and the accumulated

cell aggregations in BALB/c mice on day 3 (Figures 5F and 5G).

Since themCherry signals were often surrounded by those of the

cell aggregations, the aggregations likely reflected the immune

response of the host (Figure 5H). Overall, CUBIC-cancer analysis

enabled not only a statistical time course analysis of cancer

metastasis but also direct observations of the stochastic im-

mune-mediated elimination of metastatic foci.

CUBIC-Cancer Analysis Reveals that the Epithelial-
Mesenchymal Transition Might Promote Not Only the
Extravasation but Also the Survival of Cancer Cells at
Metastatic Sites
The epithelial-mesenchymal transition (EMT) is known to play a

pivotal role in cancer metastasis. Although roles of EMT in the

intravasation of cancer cells have been demonstrated (Nieto

et al., 2016; Tsai and Yang, 2013), it has not been clearly deter-

mined whether the EMT is involved in the extravasation of

cancer cells (Nieto et al., 2016; Tsai and Yang, 2013). Thus,

we aimed to elucidate the EMT involvement in the extravasation

of cancer metastasis in vivo by CUBIC-cancer analysis. In

accordance with a previous report (Saito et al., 2009), induction

of the EMT in A549 cells by TGF-b stimulation was confirmed

by gene profiling and morphological examination (Figures S6A

and S6B).

(C) Quantification of the morphological features in the two metastatic models. Magnified 3D and XY images of typical metastatic foci are shown. Surface analysis

was applied to the 3D images in (B). As a characteristic indicator of different metastatic patterns, the volume of the foci divided by its surface area was calculated.

Data represent mean ± SEM (***p < 0.001).

(D) Lineage analysis using renal cancer cell lines expressing GFP or mCherry. The 3D images of the brains stained with RedDot2 (left), the frequency of the

metastatic colonies consisting of a single color (middle), and the minimal distance between metastatic colonies expressing GFP or mCherry (right) are shown.

Data represent mean ± SD.

See also Figure S4.
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Figure 5. Spatiotemporal Dynamics of Metastatic Progression in the Experimental Lung Metastasis Model
(A) Scheme of the experimental procedure.

(B and C) Time course images of the experimental lung metastasis model with MDA-231-D cells in BALB/c-nu/nu mice (B) or BALB/c mice (C). BALB/c-nu/nu

mice or BALB/c mice were intravenously injected with MDA-231-D cells. The 3D images of the lung samples at the indicated time points are shown (MDA-231-D,

mCherry; nuclei, RedDot2).

(legend continued on next page)
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To investigate the EMT roles in cancer cell arrest in microves-

sels of distant organs and extravasation, BALB/c-nu/nu mice

were intravenously injected with A549 cells pre-treated with or

without TGF-b (Figure 6A). Metastatic foci of A549 cells were

clearly detected throughout the lung, and the colonization of

the metastatic foci gradually progressed over 14 days after the

early intensive elimination (Figure 6B). Confocal images allowed

the visualization of metastatic foci around alveoli 1 hr after injec-

tion, and they showed the appearance of spheres regardless of

TGF-b stimulation 14 days after injection. Interestingly, statistical

analysis revealed that TGF-b stimulation significantly increased

the number of metastatic foci from 1 to 14 days (Figure 6C).

In addition, the histological investigation after CUBIC-cancer

analysis revealed that there was no clear difference between un-

stimulated and TGF-b-pre-stimulated cancer cells in the expres-

sion of E-cadherin in metastatic colonies 14 days after injection

(Figure 6D). CUBIC-cancer analysismay thus be of value in eluci-

dating unresolved issues regarding the in vivo role of the EMT in

tumor metastasis.

CUBIC-Cancer Analysis Enables the
Pharmacotherapeutic Profiling of Anti-tumor Drugs
against Cancer Metastasis
Finally, we attempted to establish a therapeutic evaluation sys-

tem for metastatic whole-lung cancers by statistically profiling

metastatic cells. To assess chemotherapeutic responses in a

syngeneic mouse tumor model, wild-type BALB/c mice were in-

jected with 4T1 cells intravenously and treated with the anti-

tumor drugs doxorubicin (Dox), 5-FU, and cyclophosphamide

(CPA) (Figure 7A). Eight days after 4T1 injection, the proliferation

of metastatic colonies tended to be suppressed in the drug-

treated groups (Figures 7B and 7C). In particular, CPA signifi-

cantly reduced both the total volume and number of colonies.

The daily administration of 5-FU resulted in the drastic reduction

of metastatic colonies (Figure 7D). Importantly, many metastatic

foci were still detected in the lungs of 5-FU-treated mice, indi-

cating the high sensitivity of CUBIC-cancer analysis. Some foci

were composed of just a single cancer cell, which might be

dormant or resistant to anti-tumor drugs (Figures 7D and 7E).

Taken together, CUBIC-cancer analysis can be used to evaluate

the in vivo effects of anti-tumor drugs at the single-cell level.

DISCUSSION

RI-Optimized CUBIC Protocol Enables the Scalable
Whole-Body Cell Profiling of Various Cancer Models
The RI values of tissue and cell structures are highly diverse,

ranging from 1.34 to 1.59, because the RI for each intact biolog-

ical tissue depends on the contents and densities of lipids, pro-

teins, and other constituents (Tuchin, 2015). Therefore, optimal

RI values were likely to be dependent on each organ. The re-

sults of the transmittance evaluation of major organs mounted

on various RI media indicated that the transparency of the or-

gans tended to increase as the RI values increased (Figures

1C and S1B). Interestingly, this tendency was observed regard-

less of the organ, suggesting that these organs mostly contain

the constituents with relatively similar RI values. We noted that

the RI value-dependent increase in the transparency of most

of the organs did not reach a plateau, even at an RI of 1.52.

It would be very difficult to prepare hydrophilic RI-matching

media with higher RI values (RI > 1.52) using current chemical

candidates, because of their water solubility or low RI value per

unit mass. Future development of such RI-matching media

(RI > 1.52) may be favorable to make these organs transparent

more efficiently. Another technical challenge is to develop

whole-body-clearing protocols compatible with bone tissue

clearing. Mild, effective, and highly permeable decalcification

methods compatible with our CUBIC protocol would facilitate

our understanding of the mechanisms of cancer metastases,

including bone metastasis. We noted that perfusion-assisted

agent release in situ (PARS) and ultimate 3D imaging of sol-

vent-cleared organs (uDISCO) protocols might be also appli-

cable to whole-body profiling of cancer metastasis with a

single-cell resolution (Pan et al., 2016; Susaki et al., 2015; Tai-

naka et al., 2014; Yang et al., 2014). Therefore, comparison of

the characteristics of the proposed CUBIC-cancer protocol in

this study with those of these two methods would be important

in the future.

CUBIC-Cancer Analysis Provides a Global Analytical
Pipeline of Cancer Metastasis by Bridging the
Resolution Gap between Conventional In Vivo
Bioluminescence Imaging and 2D Histology
To obtain an overview of cancer metastasis, it would be impor-

tant to create a global analytical pipeline visualizing the overall

dynamics of metastatic progression, spatiotemporal distribution

of metastatic colonies at single-cell resolution, and their sur-

rounding microenvironments. In this study, we attempted to

bridge the resolution gap between in vivo bioluminescence im-

aging and 2D histology by our scalable CUBIC-cancer analysis,

using cancer cell lines stably expressing luciferase and fluores-

cent proteins.

We determinedwhether fluorescent signals in whole-body and

whole-organ images actually originated from cancer cells or

indirectly originated from some other cells, such as phagocytes

that digested labeled cancer cells. To compare the in vivo

bioluminescence imaging and CUBIC-cancer analysis, we per-

formed in vivo bioluminescence imaging before tissue clearing.

(D and E) Quantification of the metastatic foci in BALB/c-nu/numice (D) or BALB/c mice (E). The number and the average volume of foci from (B) or (C) are shown.

Animal number at each time point is n = 3–4. Data represent mean ± SD.

(F) Quantification of the cell number of metastatic colonies. Spot analysis and surface analysis were applied to the 3D images in (B). Data represent mean ± SD.

(G) Quantification of the cell number of cell aggregates observed in BALB/cmice. Spot analysis and surface analysis were applied to the 3D images of day 3 in (C).

Data represent mean ± SD.

(H) Representative magnified 3D and XY images of the lungs containing the cell aggregates at day 3 after injection in BALB/c mice (left and middle) (MDA-231-D,

mCherry; nuclei, RedDot2). The typical HE staining pattern after CUBIC-cancer analysis including the cell aggregates (right most) is shown.

See also Figure S5.
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Bioluminescence images from luciferase activity roughly corre-

sponded to the fluorescent signals (Figures 2B, 3B, S2C, and

S3C), despite apparent differences in multiple organ metastases

by Renca cells (Figures 2E and S2A) and brain metastasis by

MDA-231-D cells (Figures 4B and S4A). In the former case, biolu-

minescence signals in metastatic organs may not have been de-

tected with this dynamic range because the signals were too

intense at the primary lesion. In the latter case, bioluminescence

signals may have been shielded by the skull, and they seemed to

leak out to the eyes and neck (Figure S4A). In addition, because

we could perform HE staining of CUBIC-treated organs, we

compared the CUBIC-cancer analysis results with the data ob-

tained by the conventional histological method. We found that

the basic tissue pathology was well preserved in HE staining,

and we could detect the tumors in the CUBIC-treated samples

(Figures 2B and 6B). However, the histology of the metastatic tu-

mors of OS-RC-2 cells, which are clear cell renal carcinoma and

contain high amounts of glycogen, was distinct between the

intact samples and samples after CUBIC-cancer analysis,

possibly because of the delipidation process (Figure S4B). These

observations indicated that certain CUBIC-treated samples can

be used for immunohistochemical analysis, although the cell

membrane in the samples may be damaged due to delipidation.

Together, CUBIC-cancer analysis could successfully bridge the

resolution gap between conventional in vivo bioluminescence

imaging and 2D histology.

EMT Significantly Promotes the Extravasation or
Survival of Cancer Cells In Vivo
The EMT contributes to the metastatic process of intravasation

in cancer metastasis (Nieto et al., 2016; Polyak and Weinberg,

2009). Cancer cells that have undergone EMT participate in

extravasation by enhancing the attachment of cancer cells to

metastatic sites through the induction of matrix metalloprotei-

nases or formation of filopodia-like protrusions (Labelle et al.,

2011; Shibue et al., 2012). In this study, we investigated the rele-

vance of the EMT in lung metastasis by statistical and temporal

analysis of metastatic colonies in an experimental extravasation

model (Figure 6). The nature of the in vivo dynamics of metastatic

extravasation is an ongoing controversy. While the metastatic

extravasation was postulated to proceed over 1–2 days (Tsai

and Yang, 2013), another group demonstrated using an in vitro

extravasation assay that cancer cells could extravasate from

microvessels within 3 hr (Spiegel et al., 2016). Our results

showed that the number of foci at 1 hr after injection was not

significantly different, suggesting that the EMT appears to be

not involved in the arrest of cells in microvessels. To our surprise,

the number of metastatic foci markedly increased on day 1 after

the injection of cells pre-treated with TGF-b1, and this number

was approximately sustained up to day 14 (Figure 6C). These

findings suggest that the fate of cancer cells in metastatic sites

is determined in the very early phase (within a day) after arriving

at distant organs, and that the EMTmight be associated with the

survival of cancer cells at metastatic sites. The EMT is thought to

confer stem cell-like features that allow cells to disseminate and

gain resistance to apoptosis or anti-tumor therapies (Polyak and

Weinberg, 2009). Hence, the significant promotion of metastasis

by EMT induction may reflect the transformation of differentiated

cells into a stem cell-like phenotype, including the induction of

extracellular matrix production and gaining of the resistance to

apoptosis.

Plasticity between the epithelial and mesenchymal pheno-

types also plays a pivotal role in the process of metastasis (Ye

and Weinberg, 2015). In clinical studies, intravasated cancer

cells circulating in the blood have been shown to exhibit the

mesenchymal phenotype, while colonized cancer cells in organs

were found to exhibit the epithelial phenotype (Kallergi et al.,

2011; Kowalski et al., 2003). Because of the relatively short-

term stimulation of A549 cells by TGF-b1 in the present study,

we assumed that the plasticity of the EMT was maintained in

this experiment. In fact, our results suggested that A549 cells

that colonized the lung were restored to the epithelial phenotype

with the restoration of E-cadherin expression. Taken together,

our CUBIC-cancer analysis clarified the in vivo dynamics of the

plasticity between the epithelial and mesenchymal phenotypes

during the progression of cancer metastasis through the statisti-

cal analysis of metastatic foci at the whole-organ level.

CUBIC-Cancer Analysis Provides an In Vivo Therapeutic
Evaluation System to Aid in the Treatment of Metastatic
Tumors
To quantitatively evaluate the therapeutic effects of anti-tumor

drugs, it is necessary to establish an ultra-sensitive detection

system that can determine whether metastatic colonies are

completely eliminated or whether single cancer cells resistant

to anti-tumor drugs still remain. This distinction is particularly

important because the emergence of chemoresistant cancer

cells eventually leads to the proliferation of cancer cells and

the development of incurable tumors. It is difficult to detect

metastasized cells at single-cell resolution by in vivo biolumines-

cence imaging, and visualizing whole-organ images by 2D

histology is labor intensive. Notably, our CUBIC-cancer analysis

of the entire lung successfully detected tiny foci consisting of

even a single cancer cell (Figures 7D and 7E). Therefore, our

Figure 6. In Vivo Role of the EMT Induced by TGF-b Pre-treatment in the Progression of Lung Metastasis

(A) Scheme of the experimental procedure.

(B) Time course images of the experimental lung metastasis model with A549 cells. A549 cells pre-treated without (left) or with (right) TGF-b1 were intravenously

injected in BALB/c-nu/nu mice. The 3D images of the lung samples at the indicated time points are shown (A549, mCherry; nuclei, RedDot2). Representative

images of HE staining after CUBIC-cancer analysis are also shown.

(C) Quantification of the volume and the number of foci of metastatic colonies pre-treated with or without TGF-b1. Surface analysis was applied to the 3D images

in (B). Animal number at each time point is n = 4. Data represent mean ± SD.

(D) Immunohistochemistry of E-cadherin. Samples on day 14 after CUBIC-cancer analysis were subjected to immunohistochemistry with anti-E-cadherin

antibody.

See also Figure S6.
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CUBIC-cancer analysis may provide critical information for the

development of a curative treatment for metastasis.

Furthermore, we wish to emphasize another important advan-

tage of CUBIC-cancer analysis: it allows a seamless connection

between in vivo live imaging and 2D histology, complementing

the shortcomings of each modality. The global analytical pipe-

line consisting of these methods is quite robust and reliable,

because the experimental data could be thoroughly verified

A

B
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Figure 7. Quantitative Evaluation of Therapeutic Effects of Anti-tumor Drugs in an Experimental Lung Metastatic Model

(A) Scheme of the experimental procedure.

(B) In vivo therapeutic efficacy of anti-tumor drugs. The 3D images of the lung samples are shown (4T1, mCherry; nuclei, RedDot2).

(C) Quantification of pharmacotherapeutic effects of anti-tumor drugs. Animal number of each group is n = 4. Data represent mean ± SD.

(D) In vivo therapeutic evaluation of once daily treatment with 5-FU. The 3D images of the lung samples are shown (4T1, mCherry; nuclei, RedDot2).

(E) Quantification of pharmacotherapeutic effect of once daily treatment with 5-FU. Animal number of each group is n = 4 (5-FU) and n = 5 (saline). Data represent

mean ± SD.
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by the three modalities. An in vivo therapeutic evaluation system

is urgently needed not only for malignant neoplastic diseases

but also for autoimmune diseases, which remain a challenge

clinically, and emerging induced pluripotent stem cell (iPSC)-

based regenerative therapies. This analytical pipeline would

have great potential for becoming a de facto standard for an

in vivo therapeutic evaluation system for complex systemic

diseases.

EXPERIMENTAL PROCEDURES

Details are also supplied in the Supplemental Experimental Procedures.

Preparation of Clearing Solutions

Clearing solutions were composed of four chemicals, which were selected

from chemical screening (T.C. Murakami and K. Tainaka, unpublished

data). CUBIC-L for decolorization and delipidation was prepared as a

mixture of 10 w% polyethylene glycol mono-p-isooctylphenyl ether/Triton

X-100 (12967-45, Nacalai Tesque) and 10 w% N-buthyldiethanolamine

(B0725, Tokyo Chemical Industry). CUBIC-R for RI matching was prepared

as a mixture of 45 w% 2,3-dimethyl-1-phenyl-5-pyrazolone/antipyrine

(D1876, Tokyo Chemical Industry) and 30 w% nicotinamide (N0078, Tokyo

Chemical Industry) (Table S2). See also the Supplemental Experimental

Procedures.

Microscopy

Whole-body and whole-organ images were acquired with a custom-build

LSFM (developed by Olympus). High-resolution images for cell profiling

were acquired with CLSM (FLUOVIEW FV1200, Olympus). The RI-matched

sample was immersed in a mixture of silicon oil HIVAC-F4 (Shin-Etsu Chemi-

cal) and mineral oil (RI = 1.467, M8410, Sigma-Aldrich) during image acquisi-

tion. See also the Supplemental Experimental Procedures.

Experimental and Spontaneous Mouse Metastatic Tumor Models

Inbred wild-type BALB/c mice, C57BL/6 mice, and BALB/c-nu/nu mice were

purchased from Sankyo Labo Service. All experiments were approved and

carried out according to the Animal Care and Use Committee of the Graduate

School of Medicine, The University of Tokyo. Each metastasis model is

described briefly. For experimental liver metastasis, BALB/c-nu/nu mice

(5 weeks old, female) were injected with Panc-1 cells by open injection in

the spleen. For peritoneal dissemination, SUIT-2 cells were injected into

pancreas orthotopically or intraperitoneally in BALB/c-nu/nu mice (5 weeks

old female). For experimental lung metastasis by intravenous injection,

BALB/c-nu/nu (5 weeks old, female), BALB/c mice (5 weeks old, female or

male), or C57BL/6 mice (5 weeks old, female) were injected with each cell

line (MDA-MB-231, MDA-231-D, A549, 4T1, Renca, and B16F10 cells). For

spontaneous lung metastasis by renal subcapsule injection, BALB/c (5 weeks

old, male) or BALB/c-nu/nu (5 weeks old, male) mice were injected with

Renca, OS-RC-2, or Caki-1 cells orthotopically. For experimental brain

metastasis by intracardiac injection, BALB/c-nu/nu (4 weeks old, female

MDA-231-D, male OS-RC-2) mice were injected with MDA-231-D or OS-

RC-2 cells by puncture into the left ventricle of heart. For the stimulation

with TGF-b, A549 cells were pre-treated with or without TGF-b1 (5 ng/mL)

for 72 hr in culture and subjected to in vivo experiment. See also the Supple-

mental Experimental Procedures.

Statistical Analysis

An unpaired t test was used to compare the index of volume per surface area of

brain metastasis and to compare the pharmacotherapeutic effects of 5-FU for

statistical significance. Multiple t tests were used to compare the effect of

TGF-b1 stimulation for statistical significance. Dunnett’s multiple comparisons

test was used to examine the pharmacotherapeutic effects of anti-tumor drugs

for statistical significance. All statistical analyses were performed with

GraphPad Prism6 software.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

six figures, and four tables and can be found with this article online at http://

dx.doi.org/10.1016/j.celrep.2017.06.010.
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SUMMARY

Gene expression studies suggest that aging of the
human brain is determined by a complex interplay
of molecular events, although both its region- and
cell-type-specific consequences remain poorly un-
derstood. Here, we extensively characterized ag-
ing-altered gene expression changes across ten
human brain regions from 480 individuals ranging
in age from 16 to 106 years. We show that
astrocyte- and oligodendrocyte-specific genes, but
not neuron-specific genes, shift their regional
expression patterns upon aging, particularly in the
hippocampus and substantia nigra, while the ex-
pression of microglia- and endothelial-specific
genes increase in all brain regions. In line with
these changes, high-resolution immunohistochem-
istry demonstrated decreased numbers of oligoden-
drocytes and of neuronal subpopulations in the aging
brain cortex. Finally, glial-specific genes predict age
with greater precision than neuron-specific genes,
thus highlighting the need for greater mechanistic
understanding of neuron-glia interactions in aging
and late-life diseases.

INTRODUCTION

Aging, an inevitable time-dependent functional decline, is pre-

sent in all living organisms. The intimate relationship between

aging and neurodegeneration raises the possibility of shared

transcriptional and post-transcriptional gene regulation pro-

grams; however, we still lack a comprehensive transcriptome-

wide picture of the effects of aging across different human brain

regions and cell types (De Strooper and Karran, 2016). RNA

expression profiling of the aging brain has been studied histori-

cally using a limited number of brain regions in animal models

or human post-mortem tissues. A major unrealized goal there-

fore remains a comprehensive characterization of the transcrip-

tional landscape across multiple human brain regions in a

physiological age range, which may provide insights into the

cellular architecture and molecular pathways of aging.

The unparalleled complexity of the human brain is a function of

its structural and functional cellular diversity, which arises from

tightly regulated transcriptional programs. Limited availability

to human post-mortem samples has hampered comprehensive

transcriptomic analysis of the brain, particularly of region- and

cell-type-specific diversity. However, through international

collaboration, a comprehensive atlas of the brain’s transcrip-

tome based on samples from two individuals (the Allen Brain

Atlas) has been achieved. This study illustrated how transcripts

of genes involved in different pathways are expressed across

the brain, but the potential effect of age on the regional differ-

ences was not examined.

By current consensus, astrocyte (AC) and neuronal numbers

appear generally preserved in aging (Fabricius et al., 2013; Mat-

arin et al., 2015; Pelvig et al., 2008). It is clear, however, that

Alzheimer’s disease (AD) and other neurodegenerative diseases

for which age is a major risk factor are associated with inflamma-

tory changes mediated by microglia (MG) (Cribbs et al., 2012;

Frank et al., 2008). Brain aging includes accumulation of senes-

cent MG, altered signaling, and pro-inflammatory phenotypes

(Mosher and Wyss-Coray, 2014), and it was shown that MG

display regional sensitivity to aging (Streit and Xue, 2010). Im-

mune-related changes were also strongly associated with aging

in mouse models of amyloid pathology (Matarin et al., 2015).

Nevertheless, animal models and human tissue have reported
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variable and apparently contrasting alterations in ACs (reactivity

or atrophy) and MG (MHC class II antigen increase or atrophy)

(Cerbai et al., 2012; Streit and Xue, 2010; Tremblay et al.,

2012). Accumulation of oligodendrocytes (OLGs) was previously

reported in aging monkey cortex (Peters and Sethares, 2004),

while stereological quantification of glia in neocortical regions

of old brains has suggested a reduction in the number of

OLGs, as evident by a >3-fold greater atrophy of the sub-cortical

white matter (WHMT) compared to cortical regions and an age-

determined loss of myelin (Head et al., 2004; Vernooij et al.,

2008). Furthermore, MG-mediated neuroinflammation has

been described as a common hallmark of both AD and Parkin-

son’s disease (PD) and is believed to be mechanistically impor-

tant in driving pathogenesis (Orre et al., 2013; Perry and Teeling,

2013). Collectively, these findings suggest that the field stands to

benefit from systematic and comprehensive analysis of aging-

related changes in the cellular and molecular composition of

the human brain.

Apart from the study of region-dependent microglial response

to aging, the importance of both region- and cell-type-specific

changes in the aging brain remains poorly understood. Studies

have been hampered by the limited availability of cross-regional

post-mortem tissue across a range of ages. To overcome these

limitations, we analyzed gene expression patterns in ten brain re-

gions (including cortical and sub-cortical areas) using more than

1,800 brain samples from two large independent cohorts, repre-

senting the most comprehensive human aging brain gene

expression analysis to date. We report striking changes in cell-

type-specific expression patterns across different brain regions,

which revealed major shifts in glial regional identity upon aging in

the human brain.

RESULTS

In this study, we examined two extensive gene expression data-

sets from post-mortem human samples and sampled multiple

(up to ten) brain regions per individual. The primary dataset

was produced by the UK Brain Expression Consortium (UKBEC)

and included 1,231 tissue samples collected from 134 adult indi-

viduals between 16 and 102 years old, with each contributing

post-mortem samples of up to ten brain regions (Figure 1Ai).

The brain regions included both cortical and sub-cortical re-

gions, specifically the frontal cortex (FCTX), temporal cortex

(TCTX), occipital cortex (OCTX), intralobular white matter

(WHMT), cerebellum (CRBL), substantia nigra (SNIG), putamen

(PUTM), thalamus (THAL), hippocampus (HIPP), and medulla

(MEDU). The second dataset, which allowed independent

external cross-validation, was produced by the North American

Brain Expression Consortium (NABEC) (Gibbs et al., 2010; Ku-

mar et al., 2013), including 307 samples from two brain regions

(age range: 16 to 101 years old; Figure 1Aii). The third dataset

was also used for validation including samples with an age range

of 27 to 106 years old (Lu et al., 2014). None of the brain samples

had neuropathological evidence of diagnosable degenerative

A

B

Figure 1. Analyzed Samples and Datasets

(A) The samples of the UKBEC and NABEC datasets were divided into three

age groups each (young: 16–44, middle: 45–74, old: R75). (i) The main

analyzed dataset (UKBEC) is composed of 1,231 brain samples interrogated

by exon microarrays, from brain samples of 134 individuals from 16 to

102 years old and up to ten brain regions each. The brain regions included both

cortical and sub-cortical regions, specifically: the frontal cortex (FCTX), tem-

poral cortex (TCTX), occipital cortex (OCTX), intralobular whitematter (WHMT),

cerebellum (CRBL), substantia nigra (SNIG), putamen (PUTM), thalamus

(THAL), hippocampus (HIPP), and medulla (MEDU) for UKBEC and the FCTX

and CRBL for NABEC. (ii) The independent (NABEC) dataset of brain samples

from FCTX and CRBL 307 individuals (16–101 years old). (iii) In addition, seven

cell types were identified based on analysis of available RNA-seq data from

mice cortex (http://web.stanford.edu/group/barres_lab/brain_rnaseq.html).

(iv) A summary of all expression data used in this study. The total number of

samples described in (i)–(iii) is listed, as well as the human RNA-seq analysis

of 24 CNS human cell types (Table S7) (http://web.stanford.edu/group/

barres_lab/brainseqMariko/brainseq2.html).

(B) High-resolution immunohistochemical imaging dataset was produced from

samples of young and three old FCTX from the UKBEC cohort, following

staining by OLIG2 antibody and computational analysis for the quantification

of the OLG cell population. Staining by NeuN of FCTX sections from the same

brain samples followed by targeted computational analysis was conducted for

quantification of the neuronal cell population (an example of one of the NeuN

stained sections is shown on the right, in the zoomed-in view of the area

marked on the left-hand side). OLG, oligodendrocyte.
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diseases (Table S1). To detect differentially expressed genes, we

assigned each sample to one of three age groups (young: 16–44,

middle: 45–74, old: R75 years old) and applied a collection of

tailored data-mining computational approaches (Figure 1). We

excluded gender-based sample separation to specifically iden-

tify the effects of age on gene expression profiles.

Region-Specific and Global Transcriptional
‘‘Signatures’’ of the Aging Human Brain
We first sought to address whether region-specific differences in

gene expression patterns occur within the brain upon aging.

Both the number of differentially expressed genes (threshold:

false discovery rate [FDR] < 1e�3) (Figure S1) and the direction

of expression change varied in a region-specific manner (Fig-

ure 2A). The general directions of gene expression change

were preserved in the independent NABEC dataset (Figure 2B).

We applied a stringent threshold to enable isolation of global

changes across the UKBEC brain regions. Most changes were

specific for one region (hereafter referred to as ‘‘region specific’’)

or a few regions (hereafter referred to as ‘‘region selective,’’

including genes altered in two to seven regions), while some

genes were altered in eight or more brain regions (hereafter

referred to as ‘‘multi-regional’’), and nine genes were found to

be significantly altered in all ten brain regions upon aging

(FDR < 1e�3, hereafter referred to as ‘‘cross-regional’’) (Fig-

ure 2C; Figure S2). The rates and number of overlapping age-

altered genes varied between pairs of brain regions (Figure S2).

Multi-regional genes predominantly exhibited increased expres-

sion levels upon aging (Figures 2Dviii–2Dix). This group of genes

was enriched in the Gene Ontology (GO) term ‘‘immune

response’’, which had the general trend to be upregulated in ag-

ing (Figure 2E).

Nine Cross-Regional Aging-Altered Genes Accurately
Predict the Age Categories
To assess the ability of different groups of genes to classify the

brain samples in both cohorts by brain region and age group

criteria, we next used a non-linear dimension reduction classifi-

cation method. The expression of regional-selective genes

separated the samples well based on their regional identity (Fig-

ure S2). In addition, genes with aging-altered expression pat-

terns in the CRBL, WHMT, or cortical samples generally have

distinctive regional expression, as evident by sample-to-sample

correlation scores that were computed among each of the 1,231

A

C D E

B

Figure 2. Multi-regional Aging-Altered Genes Are Mainly Upregulated

(A) The direction of expression change of the top 100 genes detected as significantly differentially expressed upon aging in each of the studied expression

datasets from ten UKBEC brain regions (ANOVA test significance threshold: FDR < 1e�3; the test compared the three defined age groups).

(B) Age-group based separation of 607 FCTX and CRBL samples (the NABEC cohort) was based on measured expression of the nine cross-regional genes.

(C) A tree map of the number of genes that were altered upon aging, dependent on the number of brain regions where the change is observed.

(D) Fold change of the genes that were altered upon aging, separated into heatmaps dependent on the number of brain regions where the change is observed.

(E) Fold change of the multi-regional genes that were enriched in the Gene Ontology term immune response (standardized Z score; range is as shown for the

heatmaps on the left).

Brain region abbreviations are explained in the legend to Figure 1A. See also Figure S1A for the total number of aging-altered genes per region.
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brain samples based on their expression signals (Figures 3Ai and

Aii; Figure S1B). The 642 CRBL-altered genes showed high inter-

regional correlation in expression patterns with the cortical re-

gions (including the HIPP), the 265 cortical aging-altered genes

revealed high correlation among the cortical regions and HIPP

samples, and the 801 WHMT-altered genes showed increased

correlation specifically within CRBL and WHMT.

In contrast to region-specific aging-altered genes, expression

patterns of these cross-regional genes were correlated among

samples only based on age, rather than brain region (Figure 3Aiii).

Eight of the pan-regional genes were upregulated, and one

(HIST1H4C) was downregulated upon aging (Figure 3B; Table

S5). The cross-regional genes successfully discriminated the

samples based on age group in most UKBEC cases (130 of

134) (Figure 3B). One of these genes was a non-coding RNA

(DLGAP1-AS1) that is antisense to the protein-coding gene

(DLGAP1). We identified a robust, reciprocal relationship in

expression between DLGAP1 and DLGAP1-AS1 upon aging.

DLGAP1 is highly brain-specific, while DLGAP1-AS1 and

DLGAP1-AS2 are normally expressed in internal organs and

the bone marrow (Gene Cards database) (Harel et al., 2009).

We find that in contrast to upregulation of DLGAP1-AS, expres-

sion of DLGAP1 shows an aging-altered decrease across brain

regions, despite not reaching statistical significance in each

region (Figure 3B). This demonstrates coupling between the

age-dependent decrease in the expression of the brain-specific

protein-coding gene DLGAP1 and the increase of its antisense

RNA, which is otherwise only expressed outside of the brain.

As a sign of the validity of the cross-regional genes, they

were efficient in classifying samples of the independent NABEC

dataset based on age, even though the NABEC data were

not used to identify these genes (Figure 3C). Moreover, a

non-linear classification based on these genes separated sam-

ples belonging to young, middle-age, and old groups in the

UKBEC, the NABEC, and an additional independent FCTX brain

expression cohort (Lu et al., 2014) (Figure 3D; Figure S3C). This

model also verified the prediction of age group based on

expression levels in the NABEC cohort (Figure S3A). To exclude

the effects of other variables, we show that the UKBEC sam-

ples were not classified by gender (Figure S3B). The cross-

regional genes also correctly classified samples by age group

in an additional independent dataset of cortical samples (Lu

et al., 2014; Figure S3) and did not classify the UKBEC dataset

by gender (Figure S3).

Major Shifts in Region-Specific Expression Profiles of
Glia-Specific Genes in the Aging Brain
To investigate the biological relevance of the age-related gene

expression changes, we first examined the expression profiles

of the cross-regional genes in recently produced RNA

sequencing (RNA-seq) data from seven purified mouse brain

cell types (Zhang et al., 2014). All cross-regional genes were ex-

pressed in a cell-type-specific manner, in particular within glial

cells and mainly in MG and OLGs (Figure S4A). We therefore

further examined the cell-type-specific expression patterns of

all aging-altered genes. For this, we calculated genome-wide

expression scores to identify genes specific for each cell type

(Table S3). We then examined whether expression of cell-type-

specific genes was altered upon aging. For three cell types (neu-

rons, ACs, and OLGs), enrichment data previously generated by

microarrays was also available (Cahoy et al., 2008). We selected

genes that were demonstrated to be specific by both our defined

cell-specific lists found by analysis of RNA-seq data (Zhang

et al., 2014) and the published microarray cell-specific lists

from mice (Cahoy et al., 2008), in addition to being altered in ag-

ing. In agreement with the great diversity of neuronal cell types

across different brain regions, neuron-specific genes were

most enriched among the regional aging-altered genes (Fig-

ure S4B). In contrast, glia-specific genes were most enriched

among the multi- and cross-regional altered genes, and this

was most pronounced for OLG precursors andMG (Figure S4B).

We first sought to investigate the changes in expression of

MG-specific genes, because these cells have been most exten-

sively linked to aging so far (Erraji-Benchekroun et al., 2005;

Sibille, 2013). Consistent with previous studies (Erraji-Benchek-

roun et al., 2005; Sibille, 2013), most MG-specific aging-altered

genes had low expression in brain samples from the young group

but strongly increased their expression in all regions in the old

group samples (Figure S5A). Our study extends these findings

to a multi-regional phenomenon. Moreover, we find that a small

number of MG-specific genes have high absolute expression in

the young group but decreased expression upon aging in all re-

gions. This suggests that the change in expression not only re-

flects an increased number of MG but most likely also includes

a dramatic change in the MG gene expression program.

Although most brain regions were not strongly separated by

the MG-specific aging-altered genes, the CRBL was distinct

(Figure 4A). This complies with a report of a distinct MG expres-

sion profile in the CRBL of young mice (Grabert et al., 2016).

Figure 3. The Nine Cross-Regional Genes Discriminate Samples Based on Age

(A) Correlation scores were calculated between each pair of brain samples among the UKBEC samples based on different lists of aging-altered genes using

Spearman correlation. (i) Correlation scores based on CRBL aging-altered genes. (ii) Correlation scores based on cortical aging-altered genes. (iii) Correlation

scores based on cross-regional aging-altered genes. See Figure S1B for correlation based on WHMT-altered genes.

(B) Hierarchical classification of the UKBEC cohort based on the expression signals of the cross-regional altered genes and the DLGAP antisense. Rows, genes;

columns, samples. Age group is denoted in blue (young: 16–44 years), green (middle-age: 45–74 years), or red (old: R75 years). The dendrograms show the

Euclidian distance measured for both rows and columns. Right color bar, standardized fold change (Z score; range: �3 to 3; orange represents increased

expression in aging, and blue denotes decrease).

(C) Hierarchical classification of the NABEC expression dataset based on the profiles of the cross-regional genes and the DLGAP antisense.

(D) Non-linear dimensionality reduction by t-distributed stochastic neighbor embedding (t-SNE) is based on the expression of the nine cross-regional genes, with

the x axis showing t-SNE1 and the y axis showing t-SNE2. Either the ten UKBEC brain regions or the two NABEC brain regions (FCTX andCRBL) are classified, as

marked in the plots. (i) Each sample is colored based on its corresponding tissue (colors are marked on the left). (ii) The same samples are colored based on their

age group (colors are marked on the top).

Brain region abbreviations are explained in the legend to Figure 1A.
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Figure 4. Glia-Specific Genes Show Major Shifts in Regional Identity upon Aging
On the left, heatmaps show the fold change between old and young groups in the expression of the top 100 aging-altered cell-type-specific genes across regions

(the color bar corresponds to the standardized Z score, with blue corresponding to decrease and red to increase in gene expression; range: �1 to +1). On the

right, non-linear dimensionality reduction by t-distributed stochastic neighbor embedding (t-SNE) is used to classify a sample of the ten UKBEC brain regions

based on the expression of the top 20 aging-altered cell-specific genes, with the x axis showing t-SNE1 and the y axis showing t-SNE2. In the first plot, each

sample is colored based on its corresponding tissue (colors are marked on the left of the plot), and in the second plot, the same samples are colored based on

their age group (colors are marked on the top of the plots).

(A) Sample classification based on the aging-altered MG-specific genes.

(B) Sample classification based on the aging-altered AC-specific genes.

(C) Sample classification based on aging-altered myelinating OLG-specific genes.

(D) Sample classification based on the expression signals of aging-altered neuron-specific genes. The SNIG and PUTM samples are marked by rectangles as an

example of the loss of region-specific expression upon aging for OLG- and AC-specific genes.

Brain region abbreviations are explained in the legend to Figure 1A. MG, microglia; AC, astrocyte; OLG, oligodendrocyte. See Figure S2 for sample classification

based on region-specific genes compared with multi-regional genes and Figure S6 for heatmaps and classification plots based on the three cell-type microarray

gene markers.
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Apart from the CRBL samples that formed a separate cluster,

samples from the old group clustered together for all other re-

gions and separately from younger samples, indicating that

MG-specific gene expression is more defined by age than by

regional identity (Figure 4A). The aging-altered endothelial-spe-

cific genes showed a similar pattern of changes as the MG-spe-

cific genes, with a general upregulation across all brain regions

and a notable age group separation and lack of clear regional

identity (Figure S5D).

Next, we examined the expression profiles of genes specific

for either ACs or OLGs. In young samples, we observed much

higher absolute expression of AC-specific genes in the midbrain

regions compared to cortex and HIPP (Figure S5). However, AC-

specific genes increase their expression within cortical regions

and exhibit decreased expression in basal ganglia (BG) upon ag-

ing (Figure 4B); therefore, their absolute expression signals

become more similar across regions in the aging brain (Fig-

ure S5A). SNIG and THAL, which show the highest expression

of AC-specific genes in the young brain, have a generic decrease

of AC-specific genes upon aging (Figure 4B). In contrast, the AC-

specific genes with the lowest expression in the young group in-

crease their expression upon aging in all regions except SNIG

and THAL. This leads to remarkable shifts in the regional patterns

of AC-specific gene expression. Although expression of AC-spe-

cific genes clusteredmost brain regions separately for the young

group, only four regional clusters remained in the old group, two

of which were the CRBL and the cortical regions (Figure 4B). The

most pronounced change is seen for HIPP and SNIG. For

example, HIPP clusters close to cortex in the young group but

shifts toward the WHMT and PUTM in the samples from the

old group (Figure 4B).

The aging-altered genes that are specific for all stages of OLG

differentiation, including OLG precursors, newly formed OLGs,

and myelinating OLG generally show a trend toward decreased

expression in all regions upon aging (Figures S5A–S5C). More-

over, OLG-specific genes show a shift of region-specific gene

expression upon aging, with the strongest change of regional

identity seen in HIPP and SNIG. In the samples from the young

group, HIPP clusters close to cortical samples and SNIG clus-

ters close to MEDU and THAL, whereas in the samples from

the old group, HIPP and SNIG cluster closer to each other

(Figure 4C).

Similar to the OLG-specific genes, the aging-altered neuron-

specific genes showed predominant downregulation in all brain

regions upon aging (Figure D; Figure S5B), in agreement with

previous studies that observed decreased expression of

neuron-specific genes in the cortex (Erraji-Benchekroun et al.,

2005), but with the added insight that this occurs in a brain-

widemanner. Classification based on aging-altered neuron-spe-

cific genes yielded a striking separation of samples based on

their regional identity (Figure 4D), and the old group samples re-

mained clustered closest to the young samples of the same brain

region (Figure 4D). Thus, neuron-specific gene expression is

more defined by regional identity than by age. This agrees with

the finding that the downregulated genes, which are often

neuron specific, are also generally region-specific, while the up-

regulated genes, which are often MG specific, are generally

multi-regional (Figure 2D; Figure S5B).

Specific Neuronal Subpopulations and
Oligodendrocytes Are Decreased in the Aging Brain
To examine how gene expression changes may relate to

changes in brain cell populations, we developed an efficient

pipeline for analysis of high-resolution image tiles of immunola-

beled sections of FCTX.We developed a targeted computational

pipeline for detection and quantification of the stained cells

based on the scanned images, which consists of big data detec-

tion, segmentation, and quantification pipeline using threshold-

ing, filtering, and object detection.

Noting the trend for decreased expression of OLG-specific

genes in the frontal cortex (Figure 4D), we examined serial sec-

tions immunolabeled with OLIG2 antibody from the tissue blocks

from the same brain samples that were used for the microarray

study. We selected three young and three old cases based on

their microarray profiles, such that it was representative for their

age (see Supplemental Experimental Procedures). Approxi-

mately 50,000 image tiles were analyzed from the three young

and three old FCTX sections (Figure 5A).We counted the number

of OLIG2-positive cells compared to the total number of cell

nuclei in each tile. Statistics was calculated on two classes of

tile density, likely corresponding to local variations in the propor-

tion of white matter (low density of nuclei) and gray matter (high

density of nuclei), in addition to all densities combined (all tiles).

The number of OLIG2-positive cells decreased in all classes of

tiles in the aging FCTX, with the largest decrease in the low-den-

sity tiles in old compared to young cases (Figure 5C, middle

panel). In contrast, the number of other cells significantly

increased low-density tiles (Figure 5C, lower panel), in agree-

ment with the slight increase in the total number of cells in the

same tiles (Figure 5C, upper panel). This analysis demonstrates

that the decreased expression of OLG-specific genes might

partly reflect a decrease in three cortical OLG cell population.

The aging RNA expression signatures also revealed downre-

gulation of neuron-specific genes (Figure 4B); therefore, we

analyzed high-resolution images produced from the three young

and three old FCTX sections stained with NeuN antibody tomark

the neurons. This antibody detects the neuron-specific RNA-

binding protein RBFOX3, which is predominantly nuclear, but

is also present in the cytoplasm of the cell body (Kim et al.,

2009) (Figure 6A). We used the tissue samples from the same

cases aswere used for OLIG2 quantification, thus allowing direct

comparison of the two cell types. To capture the large diversity of

both shape and size of cell bodies in the neuronal populations,

we used a large tile size (10,000 3 10,000 pixels each) (Fig-

ure 6Bi). This allowed us to extract information from almost all

layers of the neocortex in each slide of gray matter. A preliminary

quality control analysis flagged one image from a young

individual as a technical outlier, and this sample was therefore

omitted from further analysis, although we provide access to

its data (https://figshare.com/s/f2675361af1242f3565f). We

processed 1,044 image tiles using our cell detection pipeline

and applied an information exclusion criterion (entropy > 5) to

contain the most meaningful slides (n = 641). In an attempt to

enrich the regions of gray matter with the highest information

content, we further focused on the 184 tiles with the highest

density of nuclei. A total of 371,096 neurons were identified.

We further segregated cells into four bins of total area of cell

Cell Reports 18, 557–570, January 10, 2017 563

https://figshare.com/s/f2675361af1242f3565f


body (small: 500–3,000 pixels, n = 92,947; medium: 3,000–6,000

pixels, n = 202,239; large: 6,000–9,000 pixels, n = 60,314; very

large: >9,000 pixels, n = 15,596). In agreement with the previous

study (Kim et al., 2009), the intensity of cytoplasmic NeuN

signal was strongest in the largest cells (Figure 6C). To account

for the imbalance of tiles across samples, significance in the
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Figure 5. Decreased Counts of Oligodendrocytes in the Frontal Cortex upon Aging

Six FCTX brain sections were stained and imaged (from three old and three young post-mortem brain samples). Each sample contains thousands of equal-size

slides each 1,600 3 1,200 pixels, as captured by a Zeiss AxioScan slide scanner following staining with the Olig2 antibody.

(A) An example of a BA9-Olig2 slide shown in a full-resolution pyramid, with gradual zooming into two typical cells: one stained brown (OLG cells) and one stained

blue (other cells).

(B) General computational pipeline for the analysis of high-resolution immunohistochemical high-dimensional imaging data allowed us to quantify both OLG and

other cells in each FCTX slide.

(C) Comparison of OLG counts that asks if the number of cells of interest is different in young samples compared to old (i.e., red bar shifted to the right means

increased count in young samples). In each panel, the histogram represents the null distribution of t values calculated using two-tailed Student’s t test over slide

cell counts randomly sampled from the entire population of the six samples, using 100 random iterations over 500 permutations where the true-label t statistics is

depicted with a red bar, and the remaining distribution was calculated based on shuffled labels. The analysis was done on overall 8,766 young and 10,922 old

group slides (left). From a total of 2,612 young and 1,828 old group high-density slides, the 50 slides with the highest density were selected per case for

quantification. Similarly, from 1,154 young and 1,277 old group low-density slides, the 50 slideswith the lowest density were chosen per sample for quantification.

(D) Cell counts in samples from old (red) and young (blue) groups, with significance calculated with t statistics as described in (C). The star marks bars with a

p value < 0.05 and the mean T statistic, p value and SD of the permutation test are reported on top of the graphs.
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age-dependent decrease in each neuronal population was

tested with right-tailed two-sample t test. We observed no

change in the number of neurons with small or medium-size

cell bodies, which represent 80% of detected neurons. In

contrast, the number of neurons with large or very large cell

bodies is significantly decreased (p = 0.029 and p = 0.007,

accordingly; right-tailed two-sample t test) Figure 6C).

Altogether, it is likely that changes in gene expression

observed in our study reflect a combination of changes in

expression profiles and changes in quantity of specific cell types.
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Figure 6. Decreased Counts of Specific Neuronal Populations in the Frontal Cortex upon Aging

(A) An image of one NeuN-stained FCTX section, with re-defined tiles demonstrated by black rectangles (file size = 37.4 GB).

(B) (i) Enlargement of a single tile of 10,0003 10,000 pixels (size = 225MB). (ii) Enlargement of a 2,5003 2,500 pixel section. (iii) Three cells as observed in the red

channel (top, shown in light blue) and blue channel (middle), and intersection of the two channels (bottom) differentiates between neuronal cells (stained by NeuN

in brown on the original slides) and other cells (stained by Heamotoxylin in blue in the middle plot). (iv) The x axis represents the color frequency distribution of the

red and blue channels across an intensity range of 256 gray levels, while the y axis represents the frequency of pixel intensity in the image tile depicted in (iii).

(C) Examples of detected neurons that contain small, medium, medium to large (E), or large cell body (F) with size given in pixels. Underneath each image is the

histogram that asks if the number of cells of interest is different in young samples compared to old (i.e., red bar shifted to the right means increased count in young

samples). The histogram shows the null distribution of t values, calculated using two-tailed Student’s t test over slide counts using 100,000 random permutations

from the entire population of the six samples (black bars), while the mean of the true-label t statistics is depicted with a red bar. The right graph shows the cell

counts in samples from old (red) and young (blue) groups, with significance calculated with t statistics based on 10,000 randompermutations. The starmarks bars

with a p value < 0.05, and the mean t statistics, p value, and SD of the permutation test are reported on top of the graphs.
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While most neuron-specific genes are predominantly downregu-

lated, the extent of this downregulation varies among brain re-

gions. All other cell types have a more complex pattern of

changes. These changes appear most pronounced in HIPP

and SNIG, which show the strongest shifts in the regional

expression pattern of AC- and OLG-specific genes upon aging.

MG- and Endothelial-Specific Genes Are the Best
Predictors of Biological Age
Given our aforementioned findings, we next sought to gain

insight into whether glial genes can predict age category with

more fidelity than neurons and sought to understand the precise

nature of gene expression changes driving this. Having estab-

lished cross-regional and cell-type-specific gene expression

relationships upon aging, we next asked which cell-type expres-

sion patterns within the brain are most associated with age. We

applied a stepwise regression to construct an age-associative

model based on the expression signals of cell-type-specific

genes to compare them (Figure 7; Figure S4; Supplemental

Experimental Procedures). We accounted for both the brain

bank source and the cause of death. Application of the model

uncovered defined groups of the highest age-relevant genes

for each cell type. In a few cases, interaction between two genes

was found to be age predictive (Table S3). Several multi-regional

genes were also detected as age-predictive cell-type-specific

genes, including CP, SGPP1, and VWF, which were detected

as OLG or endothelial specific (Table S4). MG-, AC-, and endo-

thelial-specific genes were most highly associated with biolog-

ical age, while the smallest number of age-predictive genes

was found among the neuron-specific genes (Figure 6). Alto-

gether, our data implicate expression of glial-specific genes,

rather than neuronal-specific genes, as the most reliable predic-

tor of biological age in the human brain.

Functional Enrichment Analysis of Multi-regional and
Region-Specific Aging-Altered Genes
To gain further insight into the functional nature of aging-altered

genes, we performed enrichment analysis of Gene Ontology

(GO) terms of these genes (Edgar et al., 2013). The upregulated

multi-regional genes were enriched in the following functional

terms: ‘‘MG cell development’’, ‘‘interleukin-1 (IL-1) receptor

activity’’, and ‘‘immune response’’. Supporting these observa-

tions, neuroinflammation is known to be involved in aging, with

evidence implicating the interferon type I response in aging-

associated cognitive decline (Baruch et al., 2014). Conversely,

downregulated multi-regional genes were enriched in the pro-

cesses of ‘‘protein transport and localization’’, and aging-altered

expression of these genes led to shifts in regional identity (Fig-

ure S2B). Moreover, 244 of a total of 253 genes annotated to

the ‘‘protein transport’’ category were detected as altered

upon aging in at least one brain region. These genes separated

the CRBL from the other regions and maintained their regional

sub-classification (Figure S5Bi). In addition, the CRBL samples

of the old group remained clearly separated from the rest

A

B

C

D

Figure 7. Glial-Specific Genes Are Most Capable of Predicting Bio-

logical Age

(A–D) Analysis of the accuracy of cell-type-specific genes in predicting the

biological age of UKBEC brain samples: (A) MG-specific genes (R2 = 0.58), (B)

AC-specific genes (R2 = 0.58), (C) neuron-specific genes (R2 = 0.35), (D) OLG

precursor-specific genes (R2 = 0.48).

In all plots, the y axis denotes the actual age and the x axis denotes the pre-

dicted age. MG, microglia; AC, astrocytes; OLG, oligodendrocytes. See Fig-

ure S4C for age association plots of endothelial, OLG precursor, and newly

formed OLG cell-specific genes.

566 Cell Reports 18, 557–570, January 10, 2017



(Figure S5Bii). Most aging-altered genes annotated to this cate-

gory were downregulated in eight regions, apart from the CRBL

and WHMT, which showed greater expression variability (Fig-

ure S5Biii). The WHMT aging-altered genes were functionally

enriched in ‘‘regulation of cell adhesion’’, ‘‘regulation of cell

development’’, ‘‘metabolic processes’’, and ‘‘cognition’’ (Fig-

ure S6A). Conversely, among the top functional terms that

were enriched in aging-altered genes in the FCTX were immune

functions including ‘‘T cell differentiation’’, ‘‘T cells’’, and ‘‘leuko-

cyte and lymphocyte activation’’ (Table S2). Among the CRBL-

enriched functions were ‘‘cell adhesion’’, ‘‘regulation of cell

motion and migration’’, and ‘‘neuron projection morphogen-

esis’’. These results imply a region-specific functional heteroge-

neity of the brain aging process.

Analysis of the cell-type-specific aging-altered genes revealed

enrichment of further functional pathways. ‘‘Synaptosome’’,

‘‘regulation of programmed cell death’’, and ‘‘metal ion trans-

porter’’ were enriched in downregulated neuron-specific genes.

‘‘Regulation of adaptive immune response’’, ‘‘natural killer cell-

mediated cytotoxicity’’, and ‘‘cell adhesion and motion’’ were

enriched in MG-specific upregulated genes (Table S2). ‘‘Myeli-

nation’’, ‘‘oxidoreductase’’, and ‘‘RAS protein signal transduc-

tion’’ were enriched in upregulated OLG-specific genes.

‘‘Mitochondrial matrix’’, ‘‘phosphate metabolic process’’, and

‘‘Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway

AD’’ were enriched in downregulated myelinating OLG-specific

genes. Finally, ‘‘cell morphogenesis’’ and ‘‘cell-cell adhesion’’

were enriched in upregulated AC-specific genes. Some of these

functions have also been identified in a study that examined the

initial cell-type-specific transcriptional changes in a mouse

model of amyotrophic lateral sclerosis (ALS), including synaptic

functions in neurons and membrane signaling defects in OLGs

(Sun et al., 2015).

DISCUSSION

This study presents a comprehensive analysis of RNA expres-

sion in ten regions of the human brain and large-scale cell

quantification in FCTX upon aging. Our findings show that cell-

type-specific genes delineate samples based on both age group

and brain region. Aging was the major determinant of glia-spe-

cific gene expression shifts in regional identity, while such

changes were not evident in neuron-specific genes. Genes spe-

cific for neurons and OLGs generally decreased their expression

upon aging, while MG-specific genes increased their expression

profiles, consistent with the known MG activation in aging (Nor-

den and Godbout, 2013). ACs showed a more complex pattern

of reciprocal regional changes upon aging, with upregulation in

the cortical regions and downregulation in the deeper brain

structures. Among the genes specific for the non-neuronal cell

types, those with the highest absolute expression in the young

group decrease their expression upon aging in most brain re-

gions, while those with the lowest expression in the young group

increase their expression in a subset of regions. This leads to

major shifts in region-specific gene expression, particularly of

AC- and OLG-specific genes, which are most pronounced in

the HIPP and SNIG, the regions that are archetypally affected

in the most common age-related neurodegenerative diseases

(AD and PD, respectively). These findings reinforce a growing

body of evidence implicating glia in aging (Norden and Godbout,

2013).

Age-related degeneration of OLG has been previously

observed in the HIPP of the senescence-accelerated mice, as

well as other animal models (Hayakawa et al., 2007; Hwang

et al., 2006; Shimeda et al., 2005). OLG-specific genes were

also found to have the strongest enrichment among genes with

decreased age-related expression in human TCTX (Tollervey

et al., 2011). We demonstrate that the age-related downregula-

tion of OLG-specific gene expression is accompanied by a

decrease in OLG cell numbers in the FCTX, consistent with pre-

vious observations of decreased OLGs in neocortical regions of

old human brains (Fabricius et al., 2013; Pelvig et al., 2008). The

OLG-specific aging-altered genes includeMBP, a major constit-

uent of the myelin sheath, and LINGO1, a regulator of myelina-

tion (Mi et al., 2005). It is of interest that the low-density tiles

(corresponding to likely white matter) show the largest decrease

in oligodendrocytes and a corresponding increase in other cells

(Figure 5). Given the strongest upregulation of MG-specific

genes in the brain, it appears possible that the increase of other

cells is driven by the increase in MG, but this remains to be

directly examined.

We found increased AC-specific gene expression in human

aging HIPP, which agrees with data from aging mouse models,

in which increased proliferation and activation of ACs are re-

ported (Hayakawa et al., 2007) (Figure 4). An examination of

three sub-regions ofmouseHIPP using three AC-specific protein

markers revealed complex, region-specific, and marker-depen-

dent changes (Rodrı́guez et al., 2014). Regionally encoded AC

expression is important for neuronal functions, as was demon-

strated by the loss of ventral spinal cord AC-encoded SEMA3A

gene expression, which leads to selective death of a-motor neu-

rons in mice (Molofsky et al., 2014). We find many regional differ-

ences in expression of AC-specific genes are largely erased in

samples from the old group; for example, these genes cluster

the HIPP and PUTM separately in the young group, but not in

the old group (Figure 4B). This suggests that major changes in

functional heterogeneity of AC take place in the aging brain,

which might have deleterious consequences on the integrity of

neuronal circuits.

A trend toward increased expression of MG-specific genes

was observed in all regions upon aging, with corresponding

upregulation of genes with immune or inflammatory functions.

The upregulated genes include C1Q, which agrees with the

increased C1Q protein levels that were observed in both mouse

and human brains upon aging (Stephan et al., 2013). Another up-

regulated gene is TREM2, which is also upregulated in amyloid-

plaque-associated MG (Frank et al., 2008) and contains variant

alleles that increase AD risk (Guerreiro et al., 2013). Upregulation

of inflammatory functions is in line with evidence implicating the

interferon type I response in age-associated cognitive decline

(Baruch et al., 2014).

In addition to glial changes, we also observed a decreased

number of neurons with large cell bodies, which represent

approximately 20% of neurons in the cortex. Although we did

not attempt to directly identify the neuronal subtypes in the pre-

sent study, neurons with the largest cell bodies are likely to be
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associative pyramidal neurons (Zeba et al., 2008). Furthermore,

these neurons were previously indicated to be most vulnerable

to aging in a study of Rhesus monkeys (Gilman et al., 2016).

While our analysis indicates that the decrease in these pyramidal

neurons may be the primary source of the downregulation of

neuron-specific genes, our findings regarding the cortical

neuronal cells remain speculative due to the limited number of in-

dividuals used for the imaging analyses. Moreover, it remains

possible that the change does not result from loss of these neu-

rons, but rather from downregulation of Rbfox3 protein, or its

loss from the cytoplasm of large neurons. Thus, our current anal-

ysis will need to be verified with the use of additional markers of

specific neuronal cell types and increased sample size, which

will potentially include additional brain regions; ideally, it will

also be compared to the outcomes of cell-type-specific analyses

of RNA sequencing datasets (Lake et al., 2016).

Age is the major risk factor for both AD and PD, the two most

prevalent neurodegenerative diseases. It is becoming clear that

the pre-clinical stage of AD begins decades before clinical mani-

festation (Dubois et al., 2014). This pre-clinical stage has been

termed ‘‘the cellular phase,’’ because it involves changes in

interactions among all cell types in the brain, with the most dra-

matic changes taking place in AC, MG, and vasculature (De

Strooper and Karran, 2016). We find a corrosion of glial region-

specific gene expression in aging, with the genes specific for

AC, MG, and endothelial cells being the best predictors of age.

HIPP and SNIG are affected in the early stages of AD and PD,

respectively, and these are the two regions with major shifts in

their regional expression profiles of AC- and OLG-specific genes

upon aging. Thus, our data may provide insights into the role of

glia in the region-specific vulnerability in these age-related

neurodegenerative diseases.

By simultaneously assessing changes in cell-type-specific

genes across multiple brain areas, our study takes a step toward

providing a comprehensive framework of the molecular and

cellular changes in human aging. While our primary aim was to

deconvolute the cell-type-specific signatures present within

large databases of age-related transcriptional changes, we

also made a step toward interpreting these in light of changes

in counts of OLG and neuronal cells. Integration of further

genome-wide and single-cell data from human tissues samples

and cell and animal models will be required to fully understand

the cellular and molecular mechanisms underlying the observa-

tions in our study. Altogether, our study indicates that the cellular

changes during aging involve a dramatic shift in the regional

identity of glia, and it provides a resource for further studies

of the relationship between aging and the cellular phase of

dementia.

Conclusions
Our study examines brain-wide gene expression patterns in the

aging human brain across a wide physiological age range,

coupled with complementary analysis of cell-type-specific

marker genes and validation by direct cell quantification using

immunohistochemical imaging followed by targeted computa-

tional analysis. In addition to the expected increase in expression

of MG-specific genes and decrease in expression of neuron-

specific genes, our analyses uncovered major changes in the re-

gion-specific expression of AC- and OLG-specific genes. The

age-associated changes in the regional expression of glial-spe-

cific genes are most dramatic in HIPP and SNIG, the brain re-

gions affected in AD and PD. The age-dependent decrease in

expression of OLG- and neuron-specific genes aligns with the

results of direct cortical cell counting, in which decreased

numbers of OLGs and of neurons with large cell bodies are

demonstrated. We believe that our data and computational ap-

proaches provide a powerful resource for further study of the

cellular and molecular changes taking place during human brain

aging and provide insights into the pre-clinical cellular phase of

dementia.

EXPERIMENTAL PROCEDURES

Ethical Statement

All samples used for this study had fully informed consent for retrieval andwere

authorized for ethically approved scientific investigation (Research Ethics

Committee number 10/H0716/3).

Brain Samples

Post-mortem human brain material was produced under institutional guide-

lines governed by approved protocols. Tissue samples were produced from

99 individuals by the Sudden Death MRC brain bank, 35 individuals by the

Sun Head Institute for the UKBEC, and 305 individuals by the American Brain

Bank (NABEC).

Quality Assessment and Array Pre-processing

For the UKBEC dataset, all quality measurements were extensively described

in a previous publication (Trabzuni et al., 2011). The initial pre-processing of the

microarray data, including application of RMA (robust multi-assay) average

quantile normalization with guanine cytosine (GC) background corrections

(GC-RMA) and expression data were log2 transformed. The gene level signal

estimates were calculated for a total of 26,493 transcripts using the median

signal of each group of probe sets interrogating a transcript.

Expression Data Analysis

A tailored analysis pipeline was developed for all computational analyses and

data visualization of microarray and RNA-seq datasets that were analyzed in

this study (in MATLAB, R2014-2016a). Those include construction of data

structures and statistical significance inference using ANOVA, with false

discovery rate (FDR) thresholding (of corrected p < 1e�3), classification and

clustering (e.g., using t-distributed stochastic neighbor embedding [t-SNE]

and hierarchical clustering), and data visualization.

Cell-type-specific genes were defined by analysis of RNA-seq data from

mouse brain (http://web.stanford.edu/group/barres_lab/brain_rnaseq.html)

and were further used to find age-predictive cell-specific genes. The lists are

under Tables S5 and S6, accordingly. Additional cell-specific lists were based

on a previous microarray data on three of these cell types (Cahoy et al., 2008).

Further details are in the Supplemental Information.

High-Resolution Imaging and Analysis of Immunolabeled Brain

Samples

Post-mortem human brain sections were placed into xylene and rehydrated.

Antigen retrieval was performedwith citric acid. For OLG staining, the samples

were immunolabeled with OLIG2 antibody using the Leica Novolink Polymer

detection kit. We used the Olig2 antibody from Millipore (catalog #AB9610)

at 1/200 dilution. For staining of neurons, the samples were immunolabeled

with NeuN antibody (Acris) and the Leica Bond Epitope Retrieval Solution#1

was used (AR9961 from Leica Biosystems) (AR9961 from Leica Biosystems).

The images for both types of stains were acquired on the Zeiss AxioScan slide

scanner. Details of the cell detection and quantification computational

methods for neurons are given under the Supplemental Experimental Proced-

ures. In addition, all raw jpeg images of the slides can be seen at https://

figshare.com/s/f2675361af1242f3565f. For image analysis, we employed
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some of the computational methods mentioned by Bjornsson et al. (2008), in

addition to a targeted computational pipeline developed in-house in MATLAB

(see details under Supplemental Experimental Procedures).

ACCESSION NUMBERS

The accession numbers for the UKBEC exon and NABEC expression datasets

reported in this paper are GEO: GSE46706 and GSE36192, respectively.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

seven figures, and seven tables and can be found with this article online at

http://dx.doi.org/10.1016/j.celrep.2016.12.011.
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SUMMARY

There are nearly 400 modern domestic dog breeds
with a unique histories and genetic profiles. To track
the genetic signatures of breed development, we
have assembled the most diverse dataset of dog
breeds, reflecting their extensive phenotypic varia-
tion and heritage. Combining genetic distance,
migration, and genome-wide haplotype sharing ana-
lyses, we uncover geographic patterns of develop-
ment and independent origins of common traits.
Our analyses reveal the hybrid history of breeds
and elucidate the effects of immigration, revealing
for the first time a suggestion of New World dog
within some modern breeds. Finally, we used cladis-
tics and haplotype sharing to show that some com-
mon traits have arisen more than once in the history
of the dog. These analyses characterize the com-
plexities of breed development, resolving longstand-
ing questions regarding individual breed origination,
the effect of migration on geographically distinct
breeds, and, by inference, transfer of trait and dis-
ease alleles among dog breeds.

INTRODUCTION

The dog, Canis familiaris, is the first domesticate earning a place

within nearly every society across the globe for thousands of

years (Druzhkova et al., 2013; Thalmann et al., 2013; Vilà et al.,

1997, 1999). Over the millennia, dogs have assisted humans

with hunting and livestock management, guarding house and

field, and played crucial roles in major wars (Moody et al.,

2006). Providing a range of services from companionship to pro-

duction of fur and meat (Wilcox andWalkowicz, 1995), the diver-

sity of talents and phenotypes combined with an unequalled

emotional connection between dogs and humans has led to

the creation of more than 350 distinct breeds, each of which is

a closed breeding population that reflects a collage of defining

traits (http://www.akc.org).

Previous studies have addressed the genomic makeup of a

limited number of breeds, demonstrating that dogs from the

same breed share common alleles and can be grouped using

measures of population structure (Irion et al., 2003; Koskinen,

2003; Parker et al., 2004), and breeds that possess similar

form and function often share similar allelic patterns (Parker

et al., 2004, 2007; Vonholdt et al., 2010). However, none of these

studies have effectively accounted for the variety of mechanisms

through which modern breeds may have developed, such as

geographic separation and immigration; the role of hybridization

in the history of the breeds; and the timeline of the formation of

breeds. In this study, we overcome these barriers by presenting

an expansive dataset, including pure breeds sampled from mul-

tiple sections of the globe and genotyped on a dense scale. By

applying both phylogenetic methods and a genome-wide anal-

ysis of recent haplotype sharing, we have unraveled common

population confounders for many breeds, leading us to propose

a two-step process of breed creation beginning with ancient

separation by functional employment followed by recent selec-

tion for physical attributes. These data and analyses provide a

basis for understanding which and why numerous, sometimes

deleterious mutations are shared across seemingly unrelated

breeds.

RESULTS

We examined genomic data from the largest and most diverse

group of breeds studied to date, amassing a dataset of 1,346

dogs representing 161 breeds. Included are populations with

vastly different breed histories, originating from all continents

except Antarctica, and sampled from North America, Europe,

Africa, and Asia. We have specifically included breeds that

represent the full range of phenotypic variation present among

modern dogs, as well as three breeds sampled from both the

United States and their country of origin. Samples from 938

dogs representing 127 breeds and nine wild canids were geno-

typed using the IlluminaCanineHD bead array following standard

protocols. Data were combinedwith publically available informa-

tion from 405 dogs genotyped using the same chip (Hayward

et al., 2016; Vaysse et al., 2011). For three dogs from one breed,

genotypes were retrieved from publically available sequence
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files, and all were merged into a single dataset (Table S1). After

pruning for low quality or genotyping rate, 150,067 informative

SNPs were retained.

Ascertainment bias has been shown to skew population ge-

netic calculations that require estimation of allele frequencies

and diversity measures (Lachance and Tishkoff, 2013). It has

also been shown that ascertainment based on a single individual

provides less bias than a mixed group (Patterson et al., 2012).

The SNPs used in this study were identified primarily within the

boxer or from boxer compared to another genome (Vaysse

et al., 2011), which has exaggerated the boxer minor allele fre-

quency (MAF; 0.351 in boxer compared to 0.260 overall) but

has little affect the other breeds (MAF range, 0.247–0.284). To

minimize the effect this might have, we have chosen to use dis-

tance measures based on allele sharing rather than frequency

and to enhance these analyses with unbiased haplotype sharing

for a robust assessment of canine population structure.

A bootstrapped cladogramwas obtained using an identity-by-

state distance matrix and a neighbor-joining tree algorithm (Sup-

plemental Experimental Procedures). After 100 bootstraps, 91%

of breeds (146/161) formed single, breed-specific nodes with

100% bootstrap support (Figure 1). Of the 15 breeds that did

not meet these criteria, seven (Belgian tervuren, Belgian

sheepdog, cane corso, bull terrier, miniature bull terrier, rat ter-

rier, and American hairless terrier) were part of two- or three-

breed clades that were supported at 98% or greater, and two

breeds (Lhasa apso and saluki) formed single-breed clades

that were supported at 50% and 78%, respectively. Four breeds

(redbone coonhound, sloughi, cane paratore, and Jack Russell

terrier) were split within single multi-breed clades, and the last
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Figure 1. Cladogram of 161 Domestic Dog Breeds

Breeds that form unique clades supported by 100% of bootstraps are combined into triangles. For all other branches, a gold star indicates 90% or better, black

star 70%�89%, and silver star 50%�69% bootstrap support. Breeds are listed on the perimeter of the circle. A small number of dogs do not cluster with the rest

of their breed, indicated as follows: *cane paratore, +Peruvian hairless dog, #sloughi, @country-of-origin salukis, and ^miniature xoloitzcuintle.
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two breeds (xoloitzcuintli and Peruvian hairless dog) were split

between divergent clades. Nine of the breeds that were not

monophyletic were either newly recognized by the American

Kennel Club (AKC) or not recognized at the time of sample

collection and likely represent a breed under development.

Two other non-monophyletic breeds are composed of dogs

collected in two countries; the cane corsos collected in Italy

form a fully supported, single clade, as do the salukis collected

in the United States. However, the cane corsos collected in the

United States form a paraphyletic clade near the Neapolitan

mastiffs, and the salukis collected in the Middle East form

multiple paraphyletic groups within a clade that includes the

US salukis and Afghan hounds.

Not including those that are breed specific, this study defined

105 phylogenetic nodes supported by R90% of bootstrap

replicates, 133 by R70%, and 150 supported by R50% of

replicates. We identify 29 multi-breed clades that are supported

at R90%. Each of these clades includes 2–16 breeds and

together account for 78% of breeds in the dataset. 150 breeds,

or 93% of the dataset, can be divided into 23 clades of 2–18

breeds each, supported at >50%. These multi-breed clades

reflect common behaviors, physical appearance, and/or related

geographic origin (Figure 2).

Eleven breeds did not group with significance to any other

breeds. Five breeds form independent clades and six others

are paraphyletic to established cladeswith <50%bootstrap sup-

port (Table S2). The lack of grouping may indicate that we have

not sampled the closest relatives of these breeds or that these

breeds comprise outcrossings that are not shared by similar

breeds.

To assess hybridization across the clades, identical-by-

descent (IBD) haplotype sharing was calculated between all

pairs of dogs from the 161 breeds. Haplotypes were phased

using the program Beagle (Browning and Browning, 2013) in

100-SNP windows, resulting in a minimum haplotype size of

232 kb, well above the shared background level established in

previous studies (Lindblad-Toh et al., 2005; Sutter et al., 2004).

The large haplotypes specifically target admixture resulting

from breed formation rather than domestication, which previous

studies have not addressed. The total length of the shared hap-

lotypes was summed for each pair of dogs. Individuals from

within the same breed clade share nearly four timesmore of their

genome within large IBD haplotype blocks than dogs in different

breed clades (median shared haplotype lengths of 9,742,000 bp

and 2,184,000 bp, respectively; p [Kolmogorov-Smirnov (K-S)

and Wilcox] < 2.2e�16; Figure 3A). Only 5% of the across-breed

pairings have a median greater than 9,744,974 bp. These excep-

tions argue for recent admixture events between breeds, as evi-

denced by the example of the Eurasier breed, created in the

1970s by mixing chow chowwith other spitz-type breeds (Fogle,

2000) (Figure 3B). The data reveal not only the components of the

breed but also the explanation for its placement on the clado-

gram. The Eurasier (unclustered) shows significant haplotype

sharing with the samoyed (unclustered), keeshond (Nordic spitz),

and chow chow (Asian spitz) (Figure 3B). Because all three

breeds are located in different clades, unrelated to each other,

the Eurasier falls between the component breeds and forms its

own single-breed clade. Haplotype-sharing bar graphs for

each of 161 breeds, including 152 AKC breeds, are available in

Data S1. This provides a long-term resource for identifying
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Figure 2. Representatives from Each of the

23 Clades of Breeds

Breeds and clades are listed for each picture from

left to right, top to bottom.

(A) Akita/Asian spitz.

(B) Shih tzu/Asian toy (by Mary Bloom).

(C) Icelandic sheepdog/Nordic spitz (by Veronica

Druk).

(D) Miniature schnauzer/schnauzer.

(E) Pomeranian/small spitz.

(F) Brussels griffon/toy spitz (by Mary Bloom).

(G) Puli/Hungarian.

(H) Standard poodle/poodle.

(I) Chihuahua/American toy.

(J) Rat terrier/American terrier (by Stacy Zimmer-

man).

(K) Miniature pinscher/pinscher.

(L) Irish terrier/terrier.

(M) German shepherd dog/New World (by Mary

Bloom).

(N) Saluki/Mediterranean (by Mary Bloom).

(O) Basset hound/scent hound (by Mary Bloom).

(P) American cocker spaniel/spaniel (by Mary

Bloom).

(Q) Golden retriever/retriever (by Mary Bloom).

(R) German shorthaired pointer/pointer setter (by Mary Bloom).

(S) Briard/continental herder (by Mary Bloom).

(T) Shetland sheepdog/UK rural.

(U) Rottweiler/drover

(V) Saint Bernard/alpine.

(W) English mastiff/European mastiff (by Mary Bloom).
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populations that likely share rare and common traits that will be

invaluable for mapping the origins of deleterious and beneficial

mutations.

Strong evidence of admixture across the clades was found in

117 breeds (Figure 4). A small number of these were identified in

previous studies using migration analysis (Pickrell and Pritchard,

2012; Shannon et al., 2015) 30% of these breeds share with only

one breed outside their clade. Therefore, more than half (54%) of

the breeds that make up the 23 established clades share large

haplotypes with one or zero breeds outside their clade, indi-

cating breed creation by selection based on the initial founder

population rather than recent admixture. Only 6 of the 161

breeds share extensive haplotypes with many (>8) different

groups, suggesting recent creation of these breeds frommultiple

others or that they provide a popular modern breed component.

The overall low level of sharing across diverse breeds suggests

that interclade crosses are done thoughtfully and for specific

reasons, such as the introduction of a new trait or the immigra-

tion of a breed to a new geographic region.

As importation and establishment in a new country has been

shown to have a measurable effect on breed structure (Quignon

et al., 2007), we chose three breeds, the Tibetan mastiff, saluki,

and cane corso, for inclusion in the study, with each collected in

the country of origin as well as from established populations in

the United States. In each case, there is division of the breed

based on collection location. The split between the US and

A B

Figure 3. Gross Haplotype Sharing across Breeds

(A) Boxplot of total haplotype sharing between all pairs of dogs from breeds within the same clade, across different clades, and within the same breed. The

difference between the distributions is highly significant (p < 2e-16).

(B) Example of haplotype sharing between three breeds (samoyed, chow chow, and keeshond) and a fourth (Eurasier) that was created as a composite of the

other three. Combined haplotype length is displayed on the y axis, and 169 breeds and populations are listed on the x axis in the order they appear on the

cladogram, starting with the jackal and continuing counterclockwise. Haplotype sharing of zero is set at 250,000 for graphing, a value just below what is detected

in this analysis. Breeds are colored by clade. 95% significance level is indicated by the horizontal line. Breed abbreviations are listed under the graph in the order

they appear and colored by clade. Definitions of the breed abbreviations can be found in Table S1.
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Chinese Tibetan mastiffs is likely due to independent lineage for-

mation stemming from an importation bottleneck, as is evident

from estimations of inbreeding coefficients (Chinese Tibetan

mastiffs average F = 0.07, and US Tibetan mastiffs average

F = 0.15). Similarly, the average inbreeding coefficient of salukis

collected in the United States is twice as high as those sampled

from the countries of origin (F = 0.21 and 0.10, respectively).

Since the US salukis form a more strongly bootstrapped clade

than the country-of-origin dogs, we suggest that there is a less

diverse gene pool in the United States. In comparison, the

cane corsos from Italy form a single clade, while the cane corsos

from the United States cluster with the Neapolitan mastiffs, also

collected in the United States. Significant shared haplotypes are

observed between the US cane corsos and the rottweiler that are

not evident in the Italian cane corsos, aswell as increased shared

haplotypes with the other mastiffs. Cane corsos have been in the

United States for less than 30 years (American Kennel Club,

1998).

Our analyses were designed to detect recent admixture;

therefore, we were able to identify hybridization events that are

described in written breed histories and stud-book records.

Using the most reliably dated crosses that produced modern

breeds, we established a linear relationship between the total

length of haplotype sharing and the age of an admixture event,

occurring between 35 and 160 years before present (ybp) (Fig-

ure 5A). Applying this equation to the total shared haplotypes

calculated from the genotyping data, we have validated this rela-

tionship on a second set of recently created breeds arriving at

Figure 4. Haplotype Sharing between Breeds from Different Phylogenetic Clades

The circos plot is ordered and colored to match the tree in Figure 1. Ribbons connecting breeds indicate a median haplotype sharing between all dogs of each

breed in excess of 95% of all haplotype sharing across clades. Definitions of the breed abbreviations can be found in Table S1.
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historically accurate time estimations (Figure 5B). Using the rela-

tionship equation y =�1,613,084.67x + 262,137,843.89, where y

is the total shared haplotype length and x is the number of years,

we can estimate the time at which undocumented crosses or di-

visions from older breeds took place. For example, based on a

median haplotype sharing value of 66,993,738, the golden

retriever was separated from the flat-coated retriever in 1895,

and the written history of the golden retriever dates to crosses

between multiple breeds taking place between 1868 and 1890

(Figure 5B), a near-perfect match.

To determine if the multi-breed clades are formed through

recent admixture rather than through common ancestral sour-

ces, we examined migration in 18 groups of four or more breeds.

These include 16 of the clades established on the tree, including

nearby unclustered breeds, and two groups of small clades

(American terrier/American toy and small spitz/toy spitz/schnau-

zer) that aremonophyletic, but not well supported. Using the pro-

gram Treemix (Pickrell and Pritchard, 2012), and allowing 0–12

predicted migration events, we determined the effect of admix-

ture on clade formation by calculating the increase in maximum

A

B
Breed 1 Breed 2 Total sharing Es�mated Yrs Ago Predicted Year Historical year

Figure 5. Total HaplotypeSharing Is Inversely

Correlated with the Time of Hybridization

between Breeds that Have Developed within

the Last 200 Years

(A) The time of hybridization in years before present

is graphed on the x axis and the median total

haplotype sharing on the y axis for six breeds of dog

with reliable recent histories of admixture in breed

formation or recovery. The trendline shows a linear

correlation with r2 = 1.

(B) The slope and intercept of the trendline from A

was applied to themedian haplotype sharing values

from the data for four additional breeds with reliable

breed creation dates to establish accuracy of esti-

mated hybridization dates.

likelihood score over a zero migration tree

(Figure 6A). Only 2 of the 18 clades, New

World and Asian toy (Figures 6B and 6C),

showed evidence of extensive hybridiza-

tion between the breeds. Thus, the mod-

ern breeds were likely created through se-

lection for unique traits within an ancient

breed type with possible admixture from

unrelated breeds to enhance the trait.

Our hybridization analysis reveals evi-

dence for disease sharing across the

clades. For instance, collie eye anomaly

(CEA) is a disease that affects the develop-

ment of the choroid in several herding

breeds, including the collie, Border collie,

Shetland sheepdog, and Australian shep-

herd, all members of the UK Rural clade

(Lowe et al., 2003). The mutation and

haplotype pattern displayed IBD across

all affected breeds, and we speculated

that all share a common obviously

affected ancestor (Parker et al., 2007).

Wewere unable to explain, however, the presence of the disease

in the Nova Scotia duck tolling retriever, a sporting dog devel-

oped in Canada from an unknownmixture of local breeds, which

also shares the same haplotype. This perplexing observation can

now be explained, as this analysis shows that collie and/or Shet-

land sheepdog were strong, undocumented, contributors to the

formation of the Nova Scotia duck tolling retriever and, therefore,

the likely source of the CEA mutation within that breed

(Figure 7A).

Similarly, amutation in theMDR1gene (multi-drug resistance1),

which causes life-threatening reactions to multiple drugs in many

of the UK Rural breeds, has been reported in 10% of German

shepherd dogs (Mealey and Meurs, 2008). These data display a

link between the German shepherd dog and UK Rural breeds

through the Australian shepherd, highlighting the unexpected

role theAustralianshepherdor itspredecessorplayed in thedevel-

opment of the modern German shepherd dog (Figure 6B). Earlier

this year, theMDR1mutationwas identified in the chinook at a fre-

quency of 15% (Donner et al., 2016). Our analysis reveals recent

admixture between this breed and the German shepherd dog as
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Figure 6. Assessment of Migration between Breeds within Clades

Admixture was measured in Treemix for 18 groups of breeds representing clades or combinations of small clades.

(A) Improvement to the maximum likelihood tree of each group as the result of admixture. The y axis shows fold improvement over the zero admixture tree.

(B) Cladogram of the New World breeds with European herders allowing four migration events. Arrows show estimated migration between breeds colored by

weight (yellow to red = 0–0.5).

(C) Cladogram showingmigration within the Asian toy clade, including a neighboring breed, the Tibetan terrier. Pictures by Terri Gueck (TIBT), Yuri Hooker (INCA),

Mary Bloom (GSD and SHIH), Maurizio Marziali (CPAT), Mary Malkiel (COOK), and John and Debbie Caponetto (large and small XOLO/MXOL).
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Figure 7. Haplotypes Shared with Breeds that Carry

Known Deleterious Mutations

Breeds are connected if the median shared haplotype size

exceeds the 95% threshold for interclade sharing. Sharing

between breeds that are known to carry the mutation is

colored black, and sharing with other breeds is colored

according to the breed that carries the mutation.

(A) Collie eye anomaly is found in a number of herding

breeds developed in the United Kingdom and some

sporting breeds developed in the United States.

(B) Multi-drug resistance 1 mutation is carried by many UK

herding breeds as well as the German shepherd.
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well as previously unknown addition of Collie, both carriers of

the MDR1 mutation. Haplotype sharing with the same affected

breeds is found in the xoloitzcuintli, which allows us to predict

that this rare breed may also carry the deleterious allele but has

yet to be tested.

DISCUSSION

Phylogenetic analyses have often been applied to determine the

relationships between dog breeds with the understanding that a

tree structure cannot fully explain the development of breeds.

Prior studies have shown that single mutations produce recog-

nizable traits that are shared across breeds from diverse clades,

suggesting that admixture across clades is a notable source of

morphologic diversity (Cadieu et al., 2009; Parker et al., 2009;

Sutter et al., 2007). Studies of linkage disequilibrium and haplo-

type sharing suggest further that within regions of �10–15 kb,

there exist a small number of haplotypes that are shared by

the majority of breeds, while breed specificity is revealed only

in large haplotypes (Lindblad-Toh et al., 2005; Sutter et al., 2004).

In this study, we observe that the majority of dog breeds either

do not share large haplotypes outside their clade or share with

only one remote breed. The small number of breeds that share

excessively outside their assigned clade could be recently

created from multiple diverse breeds or may have been popular

contributors to other breeds. For example, the pug dog groups

closely with the European toy breed, Brussels griffon (Figure 2F),

in the toy spitz clade but also shares extensive haplotypes with

the Asian toy breeds (Figure 2B) as well as many small dog

breeds from multiple other clades. This likely indicates the

pug’s early exportation from Asia and subsequent contribution

to many small breeds (Watson, 1906). Consider also the exten-

sive cross-clade haplotype sharing in the chinook, a recently

created breed with multiple ancestors from different breeds.

Our data both recapitulates and enhances the written history

of this breed (http://www.chinook.org/history.html) (Data S1).

Extreme examples such as these underscore the complications

implicit in relying on phylogeny alone to describe breed relation-

ships. Overall, our data show that admixture has played an

important role in the development of many breeds and, as new

hybrids are added to phylogenetic analyses, the topology of

the cladogram will likely rearrange to accommodate.

The ability to determine a time of hybridization for recent

admixture events can refine sparse historical accounts of breed

formation. For example, when dog fighting was a popular form of

entertainment, many combinations of terriers and mastiff or

bully-type breeds were crossed to create dogs that would excel

in that sport. In this analysis, all of the bull and terrier crosses

map to the terriers of Ireland and date to 1860–1870. This coin-

cides perfectly with the historical descriptions that, though they

do not clearly identify all breeds involved, report the popularity of

dog contests in Ireland and the lack of stud book veracity, hence

undocumented crosses, during this era of breed creation (Lee,

1894).

The dates estimated from these data are approximations, as

selection for or against traits that accompanied each cross, as

well as the size of the population at the time of the cross, would

have affected retention of the haplotypes within the genome.

Based on these estimates, the excess haplotype sharing that

we have identified represents the creation of breeds since the

Victorian era breed explosion. Most breeds within each clade

share haplotypes at this level (<200 ybp); however, the lack of

sharing across the clades, outside of very specific crosses, sug-

gests the clades were developed much earlier than the breed

registries. Dividing the data by clade, the median haplotype

sharing is lowest in the Asian spitz (median = 0) and the Mediter-

ranean clades (median = 516,900) (median range across all

clades = 0–3,459,000), indicating that these clades are most

divergent and possibly older than the rest. This fits well with pre-

vious studies that suggest the earliest dogs came from Central

and East Asia (Pang et al., 2009; Shannon et al., 2015). Interest-

ingly, the mean haplotype sharing is slightly higher in the Asian

spitz clade than it is in the Mediterranean clade (mean =

1,596,000 and 1,317,000, respectively) (Figure S1), implying

that the Asian spitz breeds have been used in recent crosses

while the Mediterranean breeds are currently more segregated.

These data describe a staggered pattern of dog breed creation

starting with separation by type based on required function

and the form necessary to carry out that function. This would

have taken place as the need arose during early human progres-

sion from hunter-gather to pastoral, agricultural, and finally ur-

ban lifestyles. During the last 200 years, these breed types

were refined into very specific breeds by dividing the original

functional dog into morphotypes based on small changes in

appearance and with occasional outcrosses to enhance appear-

ance or alter behavior (e.g., reduce aggression, increase

biddability).

Though most breeds within a clade appear to be the result of

descent from a common ancestor, the New World dogs and the

Asian toys showed nearly 200% improvement in the maximum

likelihood score by allowing for admixture between the breeds

within the clade. Based on this analysis, the Asian toy dogs

were likely not considered separate breeds when first exported

from their country of origin resulting in multiple admixture events

(Figure 6C). Unexpectedly, the New World clade admixture

events center exclusively on the German shepherd dog, which

informs both the development of this breed as well as immigra-

tion of dog breeds to the NewWorld (Figure 6B). The inclusion of

German shepherd dog with cane paratore, an Italian working

farm dog, likely indicates a recent common ancestor among

these breeds, as the German shepherd dog was derived from

a herding dog of unknown ancestry in the late 1800s (http://

gsdca.org). However, the hybridization of the German shepherd

dog with the Peruvian hairless dog and the xoloitzcuintli, also a

hairless breed, is unexpected and could be the result of recent

admixture to enhance the larger varieties of these breeds or

could indicate admixture of generic herding dogs from Southern

Europe into South America during the Columbian Exchange.

Dogs have been in the Americas for more than 10,000 years,

likely traveling from East Asia with the first humans (Wang

et al., 2016). However, studies of mitochondrial DNA suggest

that the original New World dogs were almost entirely replaced

through European contact (Castroviejo-Fisher et al., 2011;

Wayne and Ostrander, 1999; Witt et al., 2014) and additional

Asian migrations (Brown et al., 2015). As colonists came to the

Americas from the 16th to the 19th centuries, they brought Old
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World livestock, and therefore the dogs required to manage and

tend the livestock, to the NewWorld (Crosby, 1972). Many of the

newly introduced animals outcompeted the native animals,

which may explain the surprising and very strong herding dog

signature in the native hairless breeds of South and Central

America that were not developed to herd. In this analysis, we

observe that the ancient hairless breeds show extensive hybrid-

ization with herding dogs from Europe and, to a lesser extent,

with each other. We also identify two additional clades of New

World breeds, the American terriers and the American toys (Fig-

ures 2I and 2J), two monophyletic clades of small-sized breeds

from North/Central America, which include a set of related ter-

riers, and the Chihuahua and Chinese crested. Written records

state that the terriers trace their ancestry to the feists, a

North American landrace dog bred for hunting (http://www.

americantreeingfeist.com,akc.org). The Chihuahua and Chinese

crested are both believed to have originated in Central America

(American Kennel Club, 1998; Parker et al., 2017), despite the

nomenclature of the latter, which implies Asian ancestry. In

contrast, most new breeds developed in the Americas were

created from crosses of European breeds and cluster accord-

ingly (i.e., Boston terrier [European mastiff], Nova Scotia duck

tolling retriever [retriever], and Australian shepherd [UK Rural]).

The separation of the older American breeds on the cladogram,

despite recent European admixture, suggests that both clades

may retain the aboriginal NewWorld dog genomic signatures in-

termixed with the European breed haplotypes, similar to the

admixture among European, African, and Native American ge-

nomes that can be found inmodern South American human pop-

ulations (Mathias et al., 2016; Ruiz-Linares et al., 2014). This is

the first indication that the New World dog signature may not

be entirely extinct in modern dog breeds, as has been previously

suggested (Leonard et al., 2002).

In addition to the effects on the native population, our analysis

of geographically distinct subsets of the same breeds shows that

some degree of admixture also occurs in the imported breeds

when first introduced into a new country. These data suggest

two outcomes of breed immigration that mirror human immigra-

tion into a new region: the immigrant population is less diverse

than the founding population, and there is often admixture with

the native population in early generations (Baharian et al.,

2016; Zhai et al., 2016).

We observe further evidence of the role geography plays in the

distribution of breeds within the clades. For instance, both the

UK Rural and the Mediterranean clades include both sighthound

and working dog breeds, two highly divergent groups in terms of

physical and behavioral phenotype. Sighthounds are lithe and

leggy hunters, built to run fast, and have a strong prey drive.

Working dogs include both the tall and heavy flock guards that

are bred to live among herdswithout human interaction, prevent-

ing predator attacks, and mid-sized herders (Figure 2T), which

are agile and bred to work closely with humans to control the

movement of the flock without harming them. Despite the

opposing phenotypes under selection, both breed types form

single clades stemming from distinct geographical regions.

Haplotype analysis shows no recent admixture between the

geographically distinct clades, suggesting that these groups

arose independently (Figures S2A and S2B). Archeological

depictions show sighthound-type hunting dogs that date back

4,000 ybp (Alderton, 2002; Fogle, 2000), and one of the earliest

known writings regarding segregation of dogs based by type

clearly delineates hunting dogs from working dogs (Columella,

1954). The new cladogram presented herein suggests that the

switch from hunting to agricultural pursuits may have initiated

early breed formation and that this occurred in multiple regions.

These data show that geographical region can define a founda-

tional canid population within which selection for universally rele-

vant behaviors occurred independently, separating the regional

groups also by function long ago.

The lack of admixture across clades that appear to share a

common trait suggests that these traits may have arisen inde-

pendently, multiple times. For example, these data show no

recent haplotype sharing between the giant flock guards of the

Mediterranean and the European mastiffs (Figure S2D). These

breed types required large size for guarding; however, each

used that size in a different way, a fact that was recognized at

least 2,000 years ago (Columella, 1954). The flock guards use

their size to defeat animal predators, while the mastiffs use their

size to keep human predators at bay, often through fierce coun-

tenance rather than action. The phylogenetic placement of these

breeds and lack of recent admixture suggests that giant size

developed independently in the different clades and that it may

have been one of the earliest traits by which breeds were segre-

gated thousands of years ago.

The cladogram of 161 breeds presented here represents the

most diverse dataset of domestic dog breeds analyzed to

date, displaying 23 well-supported clades of breeds represent-

ing breed types that existed before the advent of breed clubs

and registries. While the addition of more rare or niche breeds

will produce a denser tree, the results here address many unan-

swered questions regarding the origins of breeds. We show that

many traits such as herding, coursing, and intimidating size,

which are associated with specific canine occupations, have

likely been developed more than once in different geographical

locales during the history of modern dog. These data also

show that extensive haplotype sharing across clades is a likely

indicator of recent admixture that took place in the time since

the advent of breed registries, thus leading to the creation of

most of the modern breeds. However, the primary breed types

were developed well before this time, indicating selection and

segregation of dog populations in the absence of formal breed

recognition. Breed prototypes have been forming through selec-

tive pressures since ancient times depending on the job they

were most required to perform. A second round of hybridization

and selection has been applied within the last 200 years to create

the many unique combinations of traits that modern breeds

display. By combining genetic distance relationships with pat-

terns of haplotype sharing, we can now elucidate the complex

makeup ofmodern dogs breeds and guide the search for genetic

variants important to canine breed development, morphology,

behavior, and disease.

EXPERIMENTAL PROCEDURES

Further details and an outline of resources used in this work can be found in the

Supplemental Experimental Procedures.
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SUMMARY

Entosis is a mechanism of cell death that involves
neighbor cell ingestion. This process occurs in can-
cers and promotes a form of cell competition, where
winner cells engulf and kill losers. Entosis is driven by
a mechanical differential that allows softer cells to
eliminate stiffer cells. While this process can be
induced by matrix detachment, whether other
stressors can activate entosis is unknown. Here, we
find that entosis is induced in adherent cells by
glucose withdrawal. Glucose withdrawal leads to a
bimodal distribution of cells based on their deform-
ability, where stiffer cells appear in a manner
requiring the energy-sensing AMP-activated protein
kinase (AMPK). We show that loser cells with high
levels of AMPK activity are eliminated by winners
through entosis, which supports winner cell prolifer-
ation under nutrient-deprived conditions. Our find-
ings demonstrate that entosis serves as a cellular
response to metabolic stress that enables nutrient
recovery through neighbor cell ingestion.

INTRODUCTION

Programmed cell death is essential for promoting proper

tissue development and homeostasis and for inhibiting the

development of diseases such as cancer. While programmed

cell death was once considered to occur only by apoptosis,

many alternative forms of cell death have recently been iden-

tified that may also regulate cell turnover in a context-depen-

dent manner. For example, regulated forms of necrosis (nec-

roptosis [Degterev et al., 2005] and ferroptosis [Dixon et al.,

2012]) and autophagic cell death are now known to contribute

to cell death induced by viral infection (Linkermann and Green,

2014) and nutrient deprivation (Gao et al., 2015; Liu et al.,

2013) and to programmed cell death during development

(Nelson et al., 2014).

In addition to these regulated forms of cell death, other alter-

native forms have been reported that may represent yet-addi-

tional programmed mechanisms that eliminate cells in certain

contexts (Galluzzi et al., 2012). Among these, entosis is a mech-

anism that targets cells for death following their engulfment by

neighboring cells (Overholtzer et al., 2007). Entotic cells are killed

non-cell autonomously by engulfing cells through autophagy

protein-dependent lysosomal digestion (Florey et al., 2011).

Entosis occurs in human cancers, and we have shown that it

inhibits transformed growth by inducing cell death. However,

this process also promotes the development of aneuploidy in

host cells (Krajcovic et al., 2011) and facilitates nutrient recovery

by engulfing cells that could function to promote tumor progres-

sion (Krajcovic et al., 2013). Recently, we demonstrated that en-

tosis acts as a form of cell competition, where the engulfment of

loser cells by neighboring winners can promote clonal selection

within heterogeneous tumor cell populations (Sun et al., 2014b).

Competition is driven by amechanical differential between softer

(reduced elasticity) cells and stiffer cells, where stiffer cells are

eliminated by softer winners (Sun et al., 2014b).

While recent studies have elucidated consequences of ento-

sis on cell populations, the signals that could promote this pro-

cess remain poorly characterized, with a lack of suitable matrix

adhesion as the only clear known inducer of entosis (Overholt-

zer et al., 2007). As entosis, like autophagy, can allow for

nutrient recovery that supports cell survival and proliferation

under conditions of starvation (Krajcovic et al., 2013), we

considered if entosis might also be induced by nutrient depriva-

tion. Here, we identify glucose starvation, acting through an

AMP-activated protein kinase (AMPK)-dependent mechanical

differential, as a potent activator of entosis in matrix-adherent

cancer cells.

RESULTS

Entosis Is Induced in Cancer Cells by Glucose
Withdrawal
Wepreviously reported that cell engulfmentbyentosis allowscells

to recover nutrients that can support cell survival and proliferation

under conditions of amino acid deprivation (Krajcovic et al., 2013).

However, amino acid withdrawal did not induce high levels of en-

tosis, prompting us to examine whether other forms of nutrient

starvation could induce high rates of neighbor cell ingestion. To

identify potential entotic triggers, we cultured MCF-7 human

breast tumor cells, which undergo high levels of entosis in ma-

trix-detached conditions, in various nutrient-depleted conditions.
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After 72 hr in medium containing low serum, no glucose, and

no amino acids, neighboring cells engulfed each other at high

rates,withmore than 30%of adherent cells containing anaverage

of two engulfed neighbors (Figure 1A). Often, more complicated

cell structures were observed, with three or more cells involved

in sequential engulfments (Figures 1Ai and 1Aii), similar to the

entotic structures reported in matrix-detached cultures. Interest-

ingly, the withdrawal of glucose from growthmedium, unlike star-

vation for other nutrients, was sufficient to induce a high level of

cell engulfment (Figure 1A), and re-addition of D-glucose to

glucose-free medium completely rescued this effect (Figure 1C).

Glucose starvation therefore appears to be a primary trigger of

cell engulfment.

Entotic cell engulfment is known to involve cell contractility of

internalizing cells, regulated by RhoA and Rho-kinase (ROCK)

signaling, and cell-cell adhesions, mediated by E-cadherin.

To determine if cell engulfment induced by glucose starvation

occurs by entosis, we examined cells for the presence of these

characteristics. First, activated myosin II, indicated by phos-

phorylation of myosin light chain 2 on the ROCK-dependent

site serine 19 (P-MLCS19), was localized at the cortex of the

internalizing cells, as reported (Sun et al., 2014a) (Figure 1B).

Further, treatment with Y-27632, an inhibitor of ROCK and a

potent entosis inhibitor, also completely blocked cell engulf-

ment induced by glucose withdrawal (Figure 1C). Second, the

cell-cell adhesion protein b-catenin localized at the interface

between internalizing and engulfing cell pairs, consistent with

a cell-cell-adhesion-based mechanism of uptake (Figure 1B).

Accordingly, disruption of E-cadherin in MCF-7 cells, by

CRISPR/Cas9-mediated gene editing, significantly inhibited

cell engulfment due to glucose withdrawal, which was rescued

by exogenous expression of E-cadherin-GFP (Figures 1D and

S1A). We also examined whether MDA-MB-231 breast cancer

cells, which are E-cadherin deficient and do not normally un-

dergo entosis (Sun et al., 2014a), could undergo cell engulf-

ment in response to glucose deprivation. MDA-MB-231 cells

showed no evidence of engulfment in either glucose-starved

or full media conditions (Figure 1E). However, upon expression

of exogenous E-cadherin, MDA-MB-231 cells exhibited a sig-

nificant rate of cell engulfment with glucose starvation (Fig-

ure 1E). To examine whether this effect was unique to cancer

cells or common among non-transformed cells as well, we

cultured a non-transformed mammary epithelial cell line

(MCF-10A) in glucose-free conditions for multiple days and

found that levels of entosis within the culture also increased,

although to a lower extent than in MCF-7 cells (Figures S1B

and S1C). We therefore conclude that glucose starvation is

an inducer of entosis in breast cancer cells and non-trans-

formed mammary epithelial cells.

Entotic Cell Death Is Increased in Glucose-Starved
Conditions
Entosis leads to the death of internalized cells through a non-

apoptotic mechanism that involves lipidation of the autophagy

protein LC3 onto entotic vacuoles (Florey et al., 2011). Typically,

50%–70% of internalized cells undergo death by this mecha-

nism within a 24 hr period, while others (10%–20%) manage to

escape from their hosts (Overholtzer et al., 2007; Florey et al.,

2011). Interestingly, under conditions of glucose withdrawal,

we noted that entotic cells died more rapidly after their

engulfment and rarely escaped (Figure 2A). More than 60% of

engulfed cells died within 5 hr after engulfment, compared to

10% of engulfed cells cultured in full media. Ten hours after

engulfment was complete, more than 90% of internalized cells

cultured in glucose-free media had undergone cell death, while

only �50% of engulfed cells grown in full media had died (Fig-

ure 2A). Like entotic cell deaths occurring in nutrient-rich condi-

tions, those occurring in glucose-starved cultures involved lipi-

dation of LC3 onto entotic vacuoles, and the frequency of cell

death was reduced by knockdown of the autophagy protein

Atg5 (Figures 2A, 2B, and S2A).

The Energy-Sensing Kinase AMPK Regulates Loser
Cells during Glucose-Starvation-Induced Entosis
To identify the signaling mechanisms that might control glu-

cose starvation-induced entosis, we considered AMPK, a well-

known starvation-induced kinase that allows cells to respond

to starvation stress by inducing autophagy (Yuan et al., 2013).

Treatment with compound C, an inhibitor of AMPK (Zhou et al.,

2001), as well as expression of dominant-negative isoforms of

AMPK (AMPK-DN) (Mu et al., 2001; Young et al., 2016) inhibited

entosis induction in the absence of glucose (Figures 3A, S3A,

and S3B). Conversely, entosis was induced in nutrient-rich

media by the induction of AMPK activity using two AMPK activa-

tors, the AMP analog 5-Aminoimidazole-4-carboxamide ribonu-

cleotide (AICAR) (Sullivan et al., 1994) and the allosteric activator

A-769662 (Göransson et al., 2007) (Figures 3A, S3A, and S3C),

indicating that AMPK plays an important role in promoting this

process.

To determine if AMPK activation occurs in winner or loser

cells, we utilized a fluorescence resonance energy transfer

(FRET)-based sensor (Tsou et al., 2011) to monitor temporal

AMPK dynamics. Shortly before engulfment, we observed an in-

crease in FRET-based fluorescence (indicating increased AMPK

activity) within internalizing MCF-7 cells undergoing glucose-

withdrawal-induced entosis (Figure 3B). This finding is consis-

tent with previous reports of this sensor that showed similar

fold increases in FRET signal upon glucose starvation (Banko

et al., 2011; Tsou et al., 2011). We then co-cultured MCF-7 cells

expressing AMPK-DN with control MCF-7 cells expressing GFP

in the absence of glucose. While control mCherry-expressing

MCF-7 cells were winners at �50% frequency, MCF-7 cells ex-

pressing AMPK-DN were winner cells in �75% of heterotypic

entotic structures, consistent with the idea that AMPK acts

within loser cells (Figures 3C and S3D). Interestingly, inhibition

of AMPK, either by expression of AMPK-DN or treatment with

compound C, or activation of AMPK by treatment with AICAR

did not alter the rates of cell death once loser cells became inter-

nalized, suggesting the rapid rate of loser cell death observed in

glucose-free conditions is independent of AMPK activity (Figures

S2B and S2C).

We then tested whether glucose deprivation primarily pro-

motes entosis by inducing loser cell status. We took advantage

of our previous observation that expression of a constitutively

active form of Rac1 (Rac1V12, hereafter Rac1CA-GFP) can inhibit

cell uptake by blocking loser cell internalization while promoting
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winner cell behavior (Sun et al., 2014b). Rac1CA-GFP expression

completely blocked the induction of entosis in glucose-depleted

conditions (Figure 3D), consistent with the model that glucose

deprivation activates entosis by stimulating loser cell behavior

through increased AMPK activity, and activation of Rac1 can

override this signal.

Glucose Starvation Results in Changes in Cell
Deformability
A differential in cell deformability (inverse elasticity) appears to

be a requisite for entosis (Sun et al., 2014b). We therefore sought

to determine if mechanical deformability is altered in glucose-

starved cell populations using micropipette aspiration (MPA).

Control cells display a monomodal distribution of deformability

(Figure 4A). However, glucose-starved cells were distributed

into a bimodal population based on their mechanical profiles,

with cells exhibiting relatively more (low elastic modulus) or

less (high elastic modulus) deformability (Figure 4A). The

measured elastic modulus of the less deformable cell population

that appeared upon glucose starvation was significantly higher

than that of MCF-7 cells in nutrient-rich medium, suggesting

this population could represent loser cells within the population,

similar to what we observed previously (Sun et al., 2014b) (Fig-

ure 4C). To examine if AMPK plays a role in controlling the

appearance of this population, we performed MPA with control

and glucose-starved MCF-7 cells expressing AMPK-DN. After

glucose starvation, the number of cells clustering into the high

elasticity population was significantly reduced, suggesting that

AMPK activity impacts loser cell behavior, in part, by altering

cell deformability (Figure 4B).

Figure 1. Glucose Starvation Induces

Entosis in Breast Cancer Cell Lines

(A) Nutrient starvation causes engulfment. Graph

shows the percentage of engulfment in MCF-7

cells grown in the indicated conditions for 72 hr, as

determined by immunofluorescence. Glc, glucose;

AA, amino acids; FBS, fetal bovine serum. Error

bars depict mean ± SEM; data are from at least

three independent experiments. Images show en-

gulfed cell structures from a 72-hr glucose-starved

culture. Immunostaining for b-catenin (green) and

Lamp1 (red) and DAPI-stained nuclei (blue) are

shown. Arrowheads show completed engulfments.

Scale bar, 20 mm.

(B) Localization of cellular machinery required for

entosis. Immunofluorescence image shows local-

ization of phosphorylated myosin light chain

(P-MLCS19; red, arrowhead) in MCF-7 cells grown

in glucose-free conditions for 72 hr. Cell-cell

junctions are shown by b-catenin staining (green,

arrow), and DAPI-stained nuclei are shown in blue.

The white dashed line shows the outline of partial

engulfment, while the red dashed line shows the

engulfed corpse. Scale bars, 15 mm.

(C) Induction of engulfment is blocked by ROCK

inhibition and readdition of glucose. Graph shows

the quantification of engulfment over 72 hr, as

determined by time-lapse microscopy. Error bars

depict mean ± SEM; data are from at least three

independent experiments.

(D) Loss of E-cadherin blocks entosis. Graph shows

percentage of engulfment in parental MCF-7 cells,

as well as E-cad CRISPR and E-cad CRISPR +

E-cad-GFP cells, grown in the indicated media

conditions for 72 hr, as determined by immunoflu-

orescence. Error bars depict mean ± SEM; data are

from at least three independent experiments.

Representative images show expected plasma

membrane localization of exogenous E-cadherin-

GFP in MCF-7 E-cad CRISPR + E-cad-GFP cells

(top row) and induction of entosis in these cells

(bottom row). Immunostaining for b-catenin (green) and Lamp1 (red) and DAPI-stained nuclei (blue) is shown. Scale bars, 10 mm. See also Figure S1A.

(E) Engulfment is induced during glucose starvation in MDA-MB-231 cells expressing E-cadherin. Shown is the quantification of engulfment over 72 hr for MDA-

MB-231 cells expressing either empty vector (EV) or E-cadherin-GFP, cultured in full or glucose-free media, as determined by time-lapse microscopy. Error bars

depict mean ± SEM; data are from at least three independent experiments. A representative image sequence of MDA-MB-231 cells expressing E-cadherin-GFP

undergoing engulfment is shown in glucose-free conditions. The red arrow shows a cell to be internalized before engulfment. White arrows show the host cell. The

red arrowheads show engulfment. Time shown is in hours:minutes. Scale bars, 10 mm.Western blot shows expression of E-cadherin in parental and E-cadherin-

GFP-expressing MDA-MB-231 cells.
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Entosis Supports Proliferation in Nutrient-Limiting
Conditions
We next examined the consequences of glucose-withdrawal-

induced entosis on cell populations. We asked whether the

ingestion and degradation of loser cells could provide winner

cells with nutrients that support cell survival or proliferation dur-

ing starvation, similar to what we have shown for amino acid star-

vation (Krajcovic et al., 2013). Indeed, even under stringent con-

ditions of dual glucose and amino acid deprivation, cells that had

ingested their neighbors proliferated 10-fold more frequently

than control single-cell neighbors (Figures 5A and S4A). We

further examined the effects of entosis in glucose-starved condi-

tions over a longer time course. Over the first 72 hr of glucose

starvation, the population size was significantly reduced by

frequent cell deaths occurring with entotic, necrotic, or apoptotic

morphologies, as quantified by time-lapse microscopy (Figures

5B and 5C). Following 72 hr, MCF-7 cells expressing E-cadherin

exhibited a population doubling after 6 days of continued growth

in the absence of glucose (Figure 5D). Conversely, cells lacking

E-cadherin, which are deficient for entosis induction, had an

impaired ability to grow under starvation conditions, despite

reduced levels of cell death overall, and a slightly increased abil-

ity to proliferate under nutrient-replete conditions (Figures 5B

and 5D; data not shown). Altogether, these data are consistent

with amodel that entosis induced by nutrient starvation supports

the proliferation of winner cells under conditions of continued

nutrient withdrawal.

Typically, entotic cell structures induce the generation of

aneuploid cell lineages due to the failure of engulfing cells to

divide properly (Krajcovic et al., 2011). Because most cell divi-

sions occurring under starvation conditions involved entotic

cell structures, we examined if nutrient withdrawal led to the

appearance of multinucleated cells. Indeed, nutrient starvation

induced a 5-fold increase in the percentage of cells exhibiting

multinucleation (Figures 5E and S4B), suggesting that starvation

can disrupt cell ploidy by inducing entosis.

To examine the properties of cancer cell populations selected

by glucose starvation, we took advantage of our observation that

MCF-7 cells could be grown in the absence of glucose for

extended periods (MCF-7�Glc). MCF-7�Glc cells were selected

in continuous culture for 36–78 days in the absence of glucose.

We co-culturedMCF-7�Glc cells with passage-matched parental

starvation-naive MCF-7 cells (MCF-7parental) and quantified

winner and loser status of each cell population in heterotypic en-

totic cell structures. In glucose-free conditions, MCF-7�Glc dis-

played a marked increase in winner cell activity (Figure 5F).

Thus, cells continually grown in glucose-depleted conditions

maintain altered characteristics that confer winner status when

co-cultured with parental cells under starvation conditions.

Consistent with AMPK controlling loser cell activity, selected

cells also exhibited reduced AMPK activation, as well as lowered

levels of P-MLCS19, indicative of winner cells (Figure 5G).

Altogether, our data demonstrate that glucose starvation in-

duces a high level of entosis in matrix-adherent breast cancer

cell populations, in a manner controlled by AMPK activity in loser

cells. Glucose starvation results in the emergence of a bimodal

mechanical distribution of cells, where AMPK is required for

the appearance of the less deformable subpopulation that we

Figure 2. Glucose Starvation Increases Entotic Cell Death

(A) Entotic death rate of internalized cells increases during glucose starvation.

Graph shows death rate of internalized cells within 10 hr after completed

engulfment, as determined by the appearance of a vacuole within the host cell

by DIC microscopy. Entotic death rates for cells cultured in full media (+Glc,

blue lines) or glucose-free media (�Glc, red lines) in control MCF-7 cells (solid

lines) and MCF-7 shATG5 cells (dashed lines) are shown. Error bars

depict mean ± SEM; data are from at least three independent experiments,

with nR 40 entotic cell structures per experiment. p values according to two-

way ANOVAmultiple comparisons test. p values compare control and shATG5

cells in +Glc or �Glc media, respectively, and are color-coded accordingly.

Western blot shows expression of Atg5 relative to actin in MCF-7 cells ex-

pressing a scrambled or Atg5-targeted shRNA. Images are representative of

live and dead internalized cells as scored by DIC. The green and white

arrowhead shows a live internalized cell (‘‘alive’’); the red arrowhead shows a

morphologically dead cell inside the host cell vacuole (‘‘dead’’). Time shown is

in hours:minutes. Scale bars, 10 mm. See also Figure S2A.

(B) Internalized cell death involves transient lipidation of LC3 (light chain 3)

onto entotic vacuoles. Confocal time-lapse images of MCF-7 cells expressing

GFP-LC3 cultured in glucose-free media. Black arrowheads show two live

engulfed cells within a GFP-LC3-expressing host (one inner cell contains a

corpse). Red arrowheads show death of both internalized cells�4 hr after LC3

recruitment. Time shown is in hours:minutes. Scale bar, 10 mm. Graph shows

relative GFP fluorescence intensity both before (0:00) and during (1:30)

GFP-LC3 recruitment. The line used for the fluorescence intensity profile is

shown in red.
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have shown previously has loser cell activity. Long-term glucose

starvation also selects for winner cell behavior that is associated

with increased proliferation, changes in cell ploidy, and a long-

term ability to grow in the absence of glucose.

DISCUSSION

Here, we find that nutrient deprivation in the form of glucose

withdrawal is an inducer of the cell engulfment and death mech-

anism entosis. Thus, in addition tomatrix detachment, metabolic

stress resulting from insufficient glucose availability, which is

known to occur during tumorigenesis (Denko, 2008), may induce

entosis in human cancers. As entosis promotes the scavenging

of nutrients by winner cells from losers, its induction in this

context allows cell populations to respond to starvation stress,

promoting competition between cells.

We find that glucose starvation induces entosis by activating

the energy-sensing kinase AMPK within loser cells. Consistent

with this, the activation of Rac1, which blocks loser cell behavior,

inhibits starvation-induced entosis. Mechanical measurements

of cells undergoing glucose starvation revealed the appearance

of a bimodal population of cells consisting of one group that is

much more deformable and a second group that is less deform-

able in a manner dependent on AMPK activity. These data sup-

port a model where glucose starvation activates entosis by upre-

gulating loser cell behavior, which is known to be controlled by

RhoA and ROCK. Long-term glucose withdrawal can lead to

AMPK-dependent cell death by apoptosis (Okoshi et al., 2008;

Figure 3. AMPK Regulates Loser Cells during Glucose-Starvation-Induced Entosis

(A) Modulation of AMPK pathway activity alters the formation of entotic structures. Graph shows number of entotic structures in MCF-7 cells grown in respective

media with or without an AMPK inhibitor or two distinct activators, or MCF-7 cells expressing dominant-negative (DN) isoforms of AMPK (AMPKa1 and a2), for

72 hr, as determined by immunofluorescence. Shown are individual data points from independent experiments. Immunostaining for b-catenin (green) and Lamp1

(red) and DAPI-stained nuclei (blue) is shown. Arrow shows internalized cells, red arrowheads mark entotic corpses, and white arrowhead marks partial

engulfment. Scale bar, 15 mm. See also Figures S3A–S3C.

(B) AMPK activity increases within internalizing cells during glucose starvation. Graph on the left shows normalized AMPKAR FRET ratio of internalizing cells

(‘‘inner cell’’) in glucose-free media throughout 12 hr (10 hr prior to completion of entosis and 2 hr after engulfment is complete, as determined by imaging), as well

as AMPKAR values of entotic host cells (‘‘outer cell’’) and neighboring single cells. Data are from two independent experiments (n = 10 and n = 12, respectively).

p values according to two-way ANOVAmultiple comparisons test. Graph on right shows FRET values of matched outer and inner cell pairs 1 hr before completion

of engulfment. Images show representative entotic engulfment of cells expressing AMPKAR. The white dashed line marks the boundary between cells (inner cell

is labeled by white arrow); the red dashed line marks an inner cell within an outer cell after entosis. Scale bar, 10 mm.

(C) Overexpression of DN AMPKa1 blocks loser cell behavior in MCF-7 cells cultured in glucose-free media. Graph shows quantification of heterotypic entotic

structures of mCherry-expressing AMPKa1-DN cells cultured 1:1 with parental cells (expressing GFP) and cultured in glucose-free media for 72 hr. Error bars

show mean ± SEM; data are from at least three independent experiments. See also Figures S3B and S3D.

(D) Overexpression of constitutively active Rac1V12 (Rac1CA-GFP) blocks glucose starvation-induced entosis. Graph shows quantification of entosis events over

72 hr in parental MCF-7 cells or cells expressing constitutively active Rac1 grown in full or glucose-free media, as determined by time-lapse microscopy. Error

bars show mean ± SEM; data are from at least three independent experiments. Time-lapse images show cells expressing Rac1CA-GFP. Time shown is in

hours:minutes. Scale bars, 15 mm.
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El-Masry et al., 2012). Our data demonstrate that AMPK can also

promote cell death through entosis, an effect potentially linked to

the known AMPK-dependent control over myosin contractility

(Thaiparambil et al., 2012; Bultot et al., 2009). Entosis may

have the unique property of distributing nutrients to winner cells

within a starved population, thereby supporting population re-

growth following acute induction of cell death that initially re-

duces cell number. Intriguingly, we find that entosis inhibition

by depletion of E-cadherin or treatment with Y-27632 increases

rates of necrosis while having no effect on the overall death per-

centage (Figures 5B and 5C). Future studies to explore if this

observed relationship results from co-regulation of these mech-

anisms will be informative.

In addition to AMPK-dependent regulation of loser cell me-

chanics, about half of the cells in the population show increased

deformability compared to controls (see Figure 4A). This highly

deformable population becomes the dominant population

upon AMPK inhibition (Figure 4B). Thus, glucose starvation trig-

gers two events: high levels of AMPK activation in one popula-

tion, leading to low deformability, and increased deformability

in the other population, promoting winner status. In cells cultured

in nutrient-replete medium, we have found that activators of

AMPK (AICAR and A-769662) are sufficient to induce entosis,

but less effectively than glucose starvation, suggesting that

winner cell mechanics induced in starved cultures could

contribute significantly to entosis induction. How glucose starva-

tion promotes winner cell mechanics, as well as entotic cell

death, and whether these activities could be coupled are impor-

tant questions for further study.

Overall, we show that entosis is induced by glucose starvation

and promotes competition between cancer cells. In addition to

starvation responses, such as autophagy, which promotes

nutrient recycling to support cell survival (Mizushima et al.,

2008), and macropinocytosis, which allows cancer cells to scav-

enge extracellular protein to support proliferation (Commisso

et al., 2013; Palm et al., 2015), entosismay be an important mech-

anism utilized by cancer cell populations to support metabolism

under conditions of limiting nutrient availability. In the long-term,

some cancer cells may also activate gluconeogenesis to adapt

to the continual absence of glucose, as reported previously (Mén-

dez-Lucas et al., 2014). We previously found that entosis disrupts

cell ploidy, andwe showhere that starving cell populations exhibit

multinucleation, suggesting that an additional consequence of

engaging this mechanism may be to promote tumorigenesis

through the promotion of gross aneuploidy. Dying cells have

been shown to provide nutrients to support the survival and prolif-

eration of neighboring cells in single-cell yeast and bacterial pop-

ulations undergoing starvation (Gourlay et al., 2006; Fabrizio et al.,

2004;B€uttner et al., 2006). Our data suggest that somecancer cell

populationsmay also respond to starvation by redistributing nutri-

ents in a manner that maintains the proliferation of selected cells.

EXPERIMENTAL PROCEDURES

Cell Culture and Reagents

MCF-7 cells (Lombardi Cancer Center, Georgetown University, Washington,

DC) were cultured in DMEM (11965-092; Life Technologies) supplemented

with 10% heat-inactivated fetal bovine serum (FBS) (F2442; Sigma-Aldrich)

Figure 4. Glucose Starvation Alters Cell Deformability in an AMPK-

Dependent Manner

(A) Glucose starvation induces two mechanically distinct cell populations. The

scatterplot on the left shows individual measurements of control MCF-7 cells

cultured in full media conditions for 48 hr (+Glc). The scatterplot on the right

shows control MCF-7 cells cultured in glucose-free media for 48 hr (�Glc).

Note the appearance of two distinct populations upon glucose starvation. The

y axis represents the deformation of individual cells (Lp) normalized by the

radius of the micropipette (Rp). Cell measurements were color-coded based

on each cell’s degree of deformability at high pressures. The distribution of

slopes for individual cells in both control and �Glc conditions were tested

using the dip test for multimodality (R statistical package). The control dataset

was consistent with a monomodal distribution (p = 0.854), while the �Glc

dataset was consistent with a bimodal population distribution (p = 0.015).

(B) Expression of AMPK-DN blocks the appearance of less-deformable cell

population in glucose starvation. On the left are individual measurements of

MCF-7 cells expressing a DN isoform of AMPK (AMPK-DN) grown in full media

for 48 hr. On the right are individual measurements of AMPK-DN cells grown in

glucose-free conditions for 48 hr. The number of cells present in the blue, less

deformable category in glucose starvation is significantly reduced by

expression of AMPK-DN (compare to the �Glc graph in A).

(C) Summary of measured mechanical parameters. Font color corresponds to

populations labeled in the same color in (A) and (B), respectively. p values

listed for MCF-7 control, �Glc set were compared to MCF-7 control, +Glc

cells; p values for MCF-7 AMPK-DN, �Glc were compared to MCF-7 AMPK-

DN, +Glc (top) cells. p values were obtained by ANOVA with Fisher’s least

significant difference test.
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and penicillin/streptomycin (30-002-CI; Mediatech). MDA-MB-231 cells and

its derivative were grown in RPMI (11875-093; Life Technologies) supple-

mented with 10% heat-inactivated FBS with penicillin/streptomycin, as

described previously (Sun et al., 2014a). MCF-10A cells were cultured in

DMEM/F-12 (11320-033; Life Technologies) supplemented with 5% horse

serum (HS) (S12150; Atlanta Biologicals), 20 ng/mL epidermal growth factor

(EGF) (AF-100-15; Peprotech), 10 mg/mL insulin (I-1882; Sigma-Aldrich),

0.5 mg/mL hydrocortisone (H-0888; Sigma-Aldrich), 100 ng/mL cholera toxin

(C-8052; Sigma-Aldrich), and penicillin/streptomycin (30-002-CI; Mediatech),

as previously described (Debnath et al., 2003). Glucose-free, amino acid-

free, and glucose/amino acid-free medium was prepared by dialyzing heat-in-

activated FBS for 4 hr at 4�C in PBS (P3813; Sigma-Aldrich) in MWCO 3500

dialysis tubing (21-152-9; Fisherbrand), followed by overnight at 4�C in fresh

PBS and subsequent addition to base media prepared without respective

component (glucose, amino acids, or glucose and amino acids, respectively)

to a 10% final concentration. Cells expressing the H2B-mCherry nuclear

marker were prepared by transducing cells with retroviruses made with the

pBabe-H2B-mCherry construct, as described previously (Florey et al., 2011).

The mCherry-AMPK-DN construct was generated by inserting the AMPKa2

K45R gene (from Plasmid #15992; Addgene) into the pQCXIP-mCherry retro-

viral vector. pEGFP-Rac1CA was a gift from Dr. Alan Hall (Memorial Sloan

Kettering Cancer Center, New York, NY). For disruption of E-cadherin in

MCF-7 cells by CRISPR-Cas9, guide RNAs (gRNAs) were designed using

the online CRISPR design tool from Feng Zhang’s laboratory (http://crispr.

mit.edu), and the gRNA with one of the highest theoretical mutagenic effi-

ciencies was used (50-CGCCGAGAGCTACACGTTCACGG-30). The vector

encoding for Cas9 (pCDNA3.3-TOPO-hCas9, plasmid #41815; Addgene), as

well as vector encoding the gRNA (pCR-Blunt II-TOPO, plasmid #41824;

Addgene), were introduced into control MCF-7 cells by nucleofection (Cell

Line Nucleofector Kit V, VCA-1003; Lonza). Single-cell clones were selected

and examined for disruption of E-cadherin by sequencing and western blot-

ting. Cells were treated with Y-27632 (#1254; Tocris Bioscience) at 10 mM,

AICAR (#9944; Cell Signaling Technology) at 2 mM, A-769662 at 500 nM

(#3336; Tocris Bioscience), and compound C (P5499; Sigma-Aldrich) at

10 mM. Inhibitors (or vehicle) were added to cultures �30 min before the start

of biological assays unless indicated otherwise.

Western Blotting

Cells were lysed in ice-cold RIPA buffer andwestern blotting was performed as

described previously (Florey et al., 2011). The following antibodies were used:

anti-E-cadherin (1:500; 3195, Cell Signal), anti-tubulin (1:2,000; 3873, Cell

Signal), anti-Atg5 (1:500; 2630, Cell Signal), anti-phospho-ACC-S79 (1:500;

3661, Cell Signal), anti-ACC (1:500; 3662, Cell Signal), anti-phospho-AMPK-

T172 (1:500; 2531, Cell Signaling), anti-mCherry (1:500; ab125096, Abcam),

Figure 5. Consequences of Starvation-

Induced Entosis

(A) Entotic host cells have a proliferative advan-

tage in starvation conditions compared to non-

engulfing single cells. Graph shows quantification

of proliferation events of single and entotic host

cells in glucose/amino acid-free media, imaged by

time-lapse microscopy over 72 hr after an initial

starvation period. Error bars show mean ± SEM;

data are from at least three independent experi-

ments. Images show entotic host cell (black arrow)

with three engulfed corpses (arrowheads) in

glucose/amino acid-free media undergoing cell

division; red arrows mark two daughter cells. Time

shown is in hours:minutes. Scale bar, 15 mm. See

also Figure S4A.

(B) Inhibition of entosis does not increase overall

rates of cell death. Graph shows quantification of

all types of cell death in MCF-7 cells over 72 hr of

glucose starvation, as determined by time-lapse

microscopy. Error bars show mean ± SEM; data

are from at least three independent experiments.

(C) Inhibition of entosis results in increased rates of

necrotic cell death. Graph shows percentage of

different types of cell death observed over 72 hr

of glucose starvation by time-lapse microscopy.

Error bars show mean ± SEM; data are from at

least three independent experiments. Represen-

tative DIC images show the three types of death

morphologies used to score cell death. Scale bars,

10 mm.

(D) Entosis-competent cells proliferate more than entosis-deficient cells in glucose-free conditions. Scatterplot shows the number of MCF-7 E-cad CRISPR (red)

and E-cad CRISPR + E-cad-GFP cells (blue) after 9 days of glucose starvation relative to the cell number after 72 hr. Shown are individual values from three

independent experiments (data points from experimental replicates are shaded accordingly). Error bars show mean ± SD.

(E) Glucose starvation inducesmultinucleation inMCF-7 cells. Graph shows quantification ofmultinucleated cells in cultures ofMCF-7 cells grown in the presence

or absence of glucose for 72 hr, as determined by immunofluorescence. Error bars show mean ± SEM; data are from at least three independent experiments.

Image shows appearance of multinucleated cell after 72 hr of glucose starvation, with three nuclei (arrows) and three engulfed cells (arrowheads). Immunostaining

for b-catenin (green) and Lamp1 (red) and DAPI-stained nuclei (blue) is shown. Scale bar, 10 mm. See also Figure S4B.

(F) Cells cultured under prolonged glucose starvation preferentially internalize parental cells. Graph shows the percentage of red-labeled cells (either parental

MCF-7 or MCF-7 cells grown for 36–78 days in glucose-free conditions) that are hosts or internalized cells when mixed with passage-matched, green-labeled

parental MCF-7 cells and cultured in glucose-free conditions for 72 hr. Error bars show mean ± SEM; data are from at least three independent experiments.

(G) AMPK and myosin activity is reduced in long-term glucose-starved cells. Western blot shows activation of AMPK and downstream signaling, as well as

activation of myosin light chain, in MCF-7 cells cultured in the indicated conditions.
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anti-b-actin (1:2000; A1978, Sigma-Aldrich), anti-rabbit immunoglobulin G

(IgG) horseradish peroxidase (HRP)-linked antibody (1:5,000; 7074, Cell

Signal), and anti-mouse IgG HRP-linked antibody (1:5,000; 7076, Cell Signal).

Immunofluorescence

The following antibodies were used for immunofluorescence (IF): anti-b-

catenin (1:100; C2206; Sigma-Aldrich), anti-Lamp1 (1:100; 555798; BD Bio-

sciences), Alexa Fluor 568 goat anti-mouse secondary (1:500; A-11031;

Life Technologies), and Alexa Fluor 488 goat anti-rabbit secondary

(1:500; A-11034; Life Technologies). IF was performed on cells cultured

on glass-bottom dishes (P35G-1.5-20-C; MatTek), as described previously

(Overholtzer et al., 2007). Briefly, cells were fixed in 1:1 methanol/acetone

for 5 min at �20�C, followed by three 5-min PBS washes and blocking

in 5% BSA, 100 mM glycine in PBS for 1 hr, followed by incubation with

primary antibodies at 4�C overnight. Samples were then incubated with

secondary antibodies and counterstained with DAPI (1:1,000; D1306;

Life Technologies). Confocal microscopy was performed with the

Ultraview Vox spinning-disk confocal system (PerkinElmer) equipped with

a Yokogawa CSU-X1 spinning-disk head and an electron-multiplying

charge-coupled device camera (Hamamatsu C9100-13) coupled to a Nikon

Ti-E microscope; image analysis was done using Volocity software

(PerkinElmer).

Time-Lapse Microscopy

Cells were cultured on glass-bottom dishes (P06G-1.5-20-F; MatTek), and

time-lapse microscopy was performed in 37�C and 5% CO2 live-cell incuba-

tion chambers, as described previously (Florey et al., 2011). Fluorescence

and differential interference contrast (DIC) images were acquired every

20 min for 72 hr using a Nikon Ti-E inverted microscope attached to a

CoolSNAP charge-coupled device camera (Photometrics) and NIS Elements

software (Nikon). For tetramethylrhodamine, ethyl ester, perchlorate (TMRE)

imaging, TMRE (T669; Thermo Fisher Scientific) was added to cultures to be

imaged at a final concentration of 100 nM.

Entosis Quantification

For quantification of entosis in MCF-7 cells by immunofluorescence, 250,000

cells were plated on 35-mm glass-bottom dishes and allowed to adhere over-

night, washed briefly three times with PBS, cultured in the indicated conditions

for 72 hr, and fixed and stained as described above. The percentage of entotic

cells was determined by counting at least 300 cells in each sample and quan-

tifying the number of single cells and cell-in-cell structures; both dead (LAMP1-

positive compartments) and live cells were counted as entotic. If one host cell

contained two cells in separate compartments, it was scored as two engulf-

ment events. In sequential cell-in-cell structures (see Figures 1Ai and 1Aii),

only the outermost cell was counted as an entotic host. Fold induction of

entosis in MCF-7 and MDA-MB-231 cells by time-lapse microscopy was

determined as follows: engulfment events were scored by the appearance of

a vacuole within the host cell throughout 72 hr and normalized to cell number

at time 0 hr; normalized engulfment numbers from all conditions were then

normalized to full media conditions (‘‘fold induction’’). For fate of internalized

cells, time 0 of engulfment was determined by the appearance of a host cell

vacuole; cell death was scored by changes in cell morphology in the DIC

channel. For quantification of entosis in MCF-10A cells by immunofluores-

cence, 500,000 cells were plated on 60-mm tissue culture dishes (353002;

Corning) and allowed to adhere overnight, washed briefly three times with

PBS, and cultured in the indicated media for 96 hr (media was replaced after

48 hr). After 96 hr, cells were trypsinized (25053CI; Corning) to achieve a

single-cell suspension, and 250,000 cells were re-plated on 35-mm glass-

bottom dishes in fresh media (either full or glucose-free) and allowed to adhere

for 12 hr (for a total of 108 hr of starvation), at which point cells were fixed and

stained as described above.

AMPK FRET Measurements

A modified version of the AMPK activity reporter (AMPKAR) (Tsou et al., 2011)

with an extended ‘‘EV’’ linker (Komatsu et al., 2011) was stably integrated

into MCF-7 cells using PiggyBac transposase. Homogeneous populations

of reporter-expressing cells were isolated by limited dilution cloning; three

independent clones were analyzed. Time-lapse imaging was performed

as previously described (Sparta et al., 2015) using a Nikon TiE with a

203 0.75 NA Plan-Apochromat objective and CFP and YFP filter cubes

(Chroma 49001 and 49003, respectively). Imageswere recordedwith an Andor

Zyla scMOS camera, using Nikon Elements software. For imaging, cells were

plated on #1.5 glass-bottom 96-well plates (P96-1.5H-N; In Vitro Scientific)

and maintained at 37�C and 5% CO2. Raw image files were imported to

ImageJ, where tracking of cells and measurement of fluorescence values

was performed manually using a modified version of the ‘‘Manual Tracking’’

plugin. AMPKAR signals were calculated as the average background-sub-

tracted CFP/YFP ratio within three 3-by-3-pixel regions of the cytoplasm.

MPA Assay

MPA was performed as described previously (Sun et al., 2014b; Zhou et al.,

2010). In short, after culturing cells in either full or glucose-free media for 48 hr,

cells were trypsinized, pelleted by spinning down for 5 min at 1,5003 g, and re-

suspended in the appropriate media. Prior to being measured, the cells were

incubated for 15 min at 37�C and 5% CO2. Cells were aspirated with 6- to

8-mmpipettes at varying and increasing pressures. For data analysis, the length

of the deformation of the cell cortex pulled into themicropipette (Lp) was divided

by the radius of the pipette (Rp), and Lp/Rp values were plotted as a function of

applied pressure. These data were converted into apparent elastic moduli

(Hochmuth, 2000). The distribution of slopes for individual cells in both the

control and the�Glc conditions were tested using the dip test for multimodality

(R statistical package), and the resulting subpopulations were analyzed using

ANOVA with Fisher’s least significant difference test.

Proliferation Advantage Assay

250,000 cells per 35-mm well were plated on glass and allowed to adhere

overnight. Cells were washed in PBS three times and grown in glucose/amino

acid-free media for 72 hr to induce entosis. After, cells were washed in PBS

and either full or glucose/amino acid-free media containing 10 mM Y-27632

was added to cells to inhibit further cell engulfment; cells were then imaged

for 72 hr at 20-min intervals. Cell fates of entotic hosts or single cells in each

field of view were determined throughout this time.

Population Growth Assay

100,000 cells were seeded in triplicate in 12-well culture dishes (#3512;

Corning) and allowed to adhere overnight. Cells were washed in PBS three

times and grown in glucose-free media for 9 days, with three PBS washes

and media replacement every 72 hr. For crystal violet staining, cells were

washed once in PBS, fixed in 4% paraformaldehyde (PFA) in PBS for

15 min, washed once with H2O, and subsequently stained with 0.1% crystal

violet solution (in 10%ethanol) for 20min. Crystal violet solution was aspirated,

and cells were washed three times with H2O and allowed to air-dry overnight.

The following day, crystal violet was extracted by incubating the cells with 1mL

10% acetic acid for 20 min with gentle shaking, followed by absorbance

measurements at 570 nm. Values were normalized to respective absorbance

at day 3 of glucose starvation.

Quantification of Winner and Loser Cell Identity

Passage-matched cells (either control MCF-7 or �Glc MCF-7 (starved for

glucose for 36–78 days with change of media every 3 days) were labeled

with 10 mM CellTracker dyes (green or red, C7025 and C34552, respectively;

Life Technologies) for 20 min at 37�C and then plated at a 1:1 ratio at a total

cell density of 250,000 cells in 35-mm glass-bottom dishes overnight in media

containing 10 mM Y-27632 to block entosis. The next day, cells were washed

three times with PBS and glucose-free media was added for 72 hr, at which

point cells were analyzed by confocal microscopy. Heterotypic cell-in-cell

structures were counted and the number of structures of green-inside-red

and red-inside-green determined. For competition assays with AMPKa1 DN

cells, stable mCherry-expressing MCF-7 cells were transfected (using Amaxa

Nucleofector, VCA-1003; Lonza) according to the manufacturer’s protocol)

with either a vector expressing AMPK a1 DN (K47R) (plasmid #79011;

Addgene) or empty vector and allowed to recover overnight. Cells were then

mixed at a 1:1 ratio with stable GFP-expressing MCF-7 cells and plated and

analyzed for cell-in-cell structures according to the same protocol described
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above. For competition assays with AMPKa2 DN cells, MCF-7 cells stably ex-

pressing either mCherry (control) or mCherry-AMPKa2 K45R DN were mixed

at a 1:1 ratio with stable GFP-expressing MCF-7 cells and plated and analyzed

as described above.

Statistics

The indicated p values were obtained using Student’s t test unless otherwise

noted (***, p < 0.001; **, p < 0.01; *, p < 0.05; n.s., not significant).
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SUMMARY

Genetic variation drives phenotypic diversity and in-
fluences the predisposition to metabolic disease.
Here, we characterize the metabolic phenotypes
of eight genetically distinct inbred mouse strains
in response to a high-fat/high-sucrose diet. We
found significant variation in diabetes-related pheno-
types and gut microbiota composition among the
different mouse strains in response to the dietary
challenge and identified taxa associated with these
traits. Follow-up microbiota transplant experiments
showed that altering the composition of the gut
microbiota modifies strain-specific susceptibility to
diet-induced metabolic disease. Animals harboring
microbial communities with enhanced capacity for
processing dietary sugars and for generating hydro-
phobic bile acids showed increased susceptibility to
metabolic disease. Notably, differences in glucose-
stimulated insulin secretion between different mouse
strains were partially recapitulated via gut microbiota
transfer. Our results suggest that the gut microbiome
contributes to the genetic and phenotypic diversity
observed among mouse strains and provide a link
between the gut microbiome and insulin secretion.

INTRODUCTION

The intestinal microbiota exerts a profound influence on devel-

opment, physiology, and health (Clemente et al., 2012; Sommer

and Bäckhed, 2013; Tremaroli and Bäckhed, 2012). Although

there is substantial interpersonal variation in the composition

of the gut microbiota among unrelated healthy subjects,

sequencing studies have revealed distal gut community patterns

associated with different pathological states, including obesity

and diabetes (Ridaura et al., 2013; Qin et al., 2012; Karlsson

et al., 2013). Remarkably, alterations in the intestinal microbiota

composition have been shown to modulate insulin sensitivity

(Vrieze et al., 2010), a key feature in metabolic disease and

type 2 diabetes (T2D), and thus play a role in diabetes

susceptibility.

Dietary components that are not efficiently absorbed in the

proximal intestine reach the distal gut, where they are metabo-

lized by gut microbes. Intestinal microbes impact our health in

part by generating numerous metabolites from our diet. Short-

chain fatty acids (SCFAs), mainly acetate, propionate, and buty-

rate, are produced through bacterial fermentation of dietary

carbohydrates. SCFAs serve as energy and signaling molecules

in the intestine and peripheral organs (den Besten et al., 2013).

Specifically, SCFAs are important regulators of both energy

and glucose homeostasis (den Besten et al., 2013; Koh et al.,

2016). For example, butyrate improves insulin sensitivity (Gao

et al., 2009; Hartstra et al., 2015) and T2D patients have reduced

levels of butyrate-producing bacteria (Qin et al., 2012). Addition-

ally, acetate modulates insulin secretion from b cells (Priyadar-

shini et al., 2015; Perry et al., 2016). While primarily associated

with metabolic benefits, increased concentrations of butyrate

and acetate have been found in the cecum of obese mice, sug-

gesting an increased ability of the microbiome to harvest energy

from the diet (Turnbaugh et al., 2006).

Gut microbes also impact host physiology by modifying bile

acids (BAs) synthesized by the host (Houten et al., 2006; Kuipers

et al., 2014; Ryan et al., 2014; Sayin et al., 2013). In addition to

their role in emulsifying lipids, BAs function as hormones through

their ability to activate nuclear hormone receptors (Parks et al.,

1999) and G-coupled protein receptors (Kawamata et al.,

2003). They modulate glucose homeostasis, lipid metabolism,

energy expenditure, and intestinal motility (Kuipers et al.,

2014). Primary BAs are synthesized from cholesterol in the liver

(Russell, 2009), stored in the gallbladder, and secreted into the

duodenum upon ingestion of a meal. The gut microbiota cata-

lyzes the production of secondary BAs via deconjugation, dehy-

drogenation, epimerization, and dehydroxylation of primary BAs
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(Ridlon et al., 2006). BAs with different modifications vary in their

ability to activate receptors and affect host physiology (Makish-

ima et al., 1999; Kuipers et al., 2014). Subjects with T2D have

altered circulating BA profiles. Treatment of T2D subjects with

compounds that increase fecal excretion of BAs and modify

BA composition improves their glycemic status (Handelsman,

2011).

Mouse genetics can be employed to explore the relationships

between diet, host genetics, and metabolic responses (O’Con-

nor et al., 2014; Parks et al., 2013; Ussar et al., 2015). The Collab-

orative Cross (CC) is a systems genetics mouse resource that

consists of a panel of recombinant inbred lines and an outbred

stock derived from eight genetically diverse founder strains.

These include five classical inbred strains (A/J, C57BL/6J,

129S1/SvImJ, non-obese diabetic [NOD]/ShiLtJ, and NZO/

HILtJ) and three wild-derived strains (CAST/EiJ, PWK/PhJ, and

WSB/EiJ; Churchill et al., 2004; Roberts et al., 2007; Aylor

et al., 2011).

We examined the metabolic phenotypes and gut microbiota

composition of the eight CC founder strains in response to

chronic consumption of two defined diets: a high-fat/high-su-

crose diet (HF/HS) and a control diet. We found remarkable vari-

ation in diabetes-related phenotypes and gutmicrobiota compo-

sition as a function of host genotype and diet, and we identified

bacterial taxa that correlate with metabolic traits, including body

weight, glucose, and insulin levels. Germ-free (GF) mice were

colonized with microbiota derived from two founder strains

that exhibited divergent metabotypes, C57BL/6J and CAST/

EiJ. The transplanted animals were maintained on the HF/HS

diet and then subjected to metabolomic and metagenomic ana-

lyses. We identified functional differences attributable to the two

transplanted microbial communities, including insulin secretion

responses and susceptibility to diet-induced metabolic disease.

RESULTS

Host Metabolic Responses to Diet Are Influenced by
Genetic Background
We assessed the variability of diet-inducedmetabolic responses

of the eight genetically diverse CC founder strains: A/J; C57BL/

6J (B6); 129S1/SvImJ (129); NOD/ShiLtJ (NOD); NZO/HILtJ

(NZO); CAST/EiJ (CAST); PWK/PhJ (PWK); and WSB/EiJ

(WSB). All mice were obtained from The Jackson Laboratory,

maintained in the same vivarium, and fed the same diet so that

the only known difference among the strains is genetics. We

placed 4-week-oldmalemice from each strain on either a control

or a HF/HS diet for 22 weeks (Table S1).

The CC founder strains displayed a wide range of body weight

and metabolic responses to the dietary challenge (Figures 1 and

S1). Two-way ANOVA analysis of the clinical traits revealed a sig-

nificant strain effect for fasting insulin (F = 14.94; p < 0.0001). We

also observed significant strain-diet interactions for body weight

(F = 3.19; p < 0.01) and fasting glucose (F = 2.81; p < 0.01).

Significant strain and diet effects were also seen for hepatic tri-

glyceride content (F = 10.96, p < 0.0001; F = 11.92, p < 0.001,

respectively). Liver triglyceride content showed high inter-strain

variation, with 129 having the most significant response to diet

(p < 0.05; Figure 1D). NZO mice were the only strain to become

overtly diabetic (glucose levels > 300 mg/dL) as a consequence

of HF/HS feeding.With the exception of NZOmice, which did not

survive past 18 weeks on the HF/HS diet, B6mice were the most

responsive to diet. HF/HS-fed B6 mice became obese (p < 0.01)

and developed insulin resistance and glucose intolerance after

�8 weeks (Figures 1A and S1A–S1C). In addition to differences

in diet responsiveness, the strains varied in both absolute levels

of insulin and change in insulin levels over time, suggesting a

significant divergence in insulin sensitivity among the strains

(Figure S1B).

To assesswhole-body glucose homeostasis andmore directly

evaluate the underlying role of the pancreatic islets in the control

of plasma insulin, we measured plasma glucose and insulin dur-

ing an oral glucose tolerance test (oGTT). Both plasma glucose

and insulin during the oGTT varied dramatically between the

strains. We computed the area under the curve (AUC) for each

trait to determine the overall excursion in glucose and insulin

that occurred during the oGTT (Figures 1E, 1F, and S2). We

observed awide inter-strain range of responses in plasma insulin

during the oGTT (F = 12.84; p < 0.0001; Figures 1F and 2B).

Changes in plasma insulin may reflect altered insulin secretion

from b cells, peripheral insulin resistance, reduced insulin clear-

ance, or any combination thereof. 129 and WSB showed diet-

induced glucose intolerance but minimal changes in their insulin

response during the oGTT (Figures 1E, 1F, and S2A), suggesting

that their glucose intolerance may be driven by altered insulin

secretion and/or enhanced insulin clearance. Remarkably, insu-

lin secretion and glucose tolerance were completely unaffected

by the HF/HS diet in CAST. Furthermore, the kinetics of the

glucose and insulin responses were more rapid in CAST than

in all other strains (Figure S2), suggesting that CAST mice may

employ different pathways underlying glucose-stimulated insulin

secretion and whole-body glucose disposal.

Diet and Host Genotype Influence Microbiota
Composition
Gut microbes influence the development of metabolic disease.

We characterized the cecal microbiomes of the eight CC founder

strains by 16S rRNA sequencing. We compared the cecal micro-

biomes employing UniFrac, a phylogenetic distance metric

used to measure differences in bacterial community structure

(Lozupone and Knight, 2005). Principal-coordinates analysis

(PCoA) of 16S rRNA unweighted UniFrac distances revealed a

strong influence of strain (PERMANOVA; p < 0.001) and diet

(PERMANOVA; p < 0.001) on microbial community composition

(Figure S3A). Consistent with previous studies, the effect of diet

on gut microbial composition varied among the strains (O’Con-

nor et al., 2014; Parks et al., 2013; Carmody et al., 2015), where

B6, CAST, and NOD mice showed the greatest microbiome

response to diet (Figure S3A).

We detected eight bacterial phyla among the mice (Fig-

ure S3B). Bacteroidetes and Firmicutes dominated the gut of

all strains on either diet, accounting for >90% of the sequenced

reads. As reported by other studies, we observed a decrease in

the Bacteroidetes:Firmicutes ratio and an increase in Proteobac-

teria in the HF/HS-fed mice (Ley et al., 2005; Hildebrandt et al.,

2009). In fact, Proteobacteria showed the greatest fold change

in abundance in response to diet: HF/HS feeding caused an
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average 5.4-fold change (p < 0.0001), although the relative in-

crease varied among strains.

Microbial Taxa Correlate with Metabolic Phenotypes
To determine whether strain-dependent variability in microbiota

composition was associated with the dramatic differences in

the diabetes-related clinical traits, we computed Pearson’s cor-

relations between abundance of family-level taxa and the meta-

bolic traits among the eight CC founder mice (Figure 2A). We

focused our analysis on families that were present in at least

seven of the founder strains. Bacteroidaceae was among the

most negatively correlated with several metabolic phenotypes,

including body weight, fasting plasma insulin, and AUCinsulin

during the oGTT. The Bacteroidaceae family belongs to the

Bacteroidetes phylum and is typically found at higher levels in

fecal samples of lean versus obese individuals (Ley et al.,

2005; Turnbaugh et al., 2009). Conversely, Clostridiaceae and

Rikenellaceae showed the strongest positive correlations with

plasma insulin levels. Our analysis also identified strong positive

correlations between fasting plasma glucose and the Strepto-

coccaceae and Desulfovibrionaceae families. Members of

these families have previously been shown to be enriched in

the fecal microbiome of patients with T2D (Qin et al., 2012;

Karlsson et al., 2013).

Some of the correlations mentioned above varied significantly

as a function of host diet and strain (Table S2). For example, the

negative correlation observed between fasting insulin levels and

Bacteroidaceae had a significant strain effect (p < 0.0001). We

also observed a slight diet effect (p < 0.001), which is likely driven

by the low abundance and high fasting insulin levels in the chow-

fed NZO mice (Figure 2B). We also observed a significant diet

effect for the relationship between Clostridiaceae and fasting in-

sulin levels (p < 0.05), but there was also a strain difference that

seems to be driven by NZO on chow diet (p < 0.001; Figure 2C).

These results suggest that diet and genetic background are

major determinants of gut microbial composition and metabolic

disease. However, the relative contributions of host genetic vari-

ance versus microbial-derived genetic variation across different

mouse strains in the development of diet-induced metabolic

phenotypes remain largely unknown.

The Gut Microbiome Is a Source of Genetic Variation
that Influences Host-Associated Differences in Diet-
Induced Metabotypes
To directly test the influence of gut microbes on the metabolic

phenotypes observed among the founder strains, we performed

cecal transplants into germ-free B6 (B6-GF) hosts, leveraging

two CC founder strains that showed disparate responsiveness

Figure 1. Segregation of Metabolic Syndrome among CC Founder Mice

Male mice were maintained on the high-fat/high-sucrose (HF/HS) or a control diet for 22 weeks beginning at 4 weeks of age.

(A–D) Body weight (A), fasting plasma glucose (B) and insulin (C), and hepatic triglyceride (D) content determined for all mice at 26 weeks of age.

(E and F) Areas under the curve (AUC) for (E) glucose and (F) insulin during oral glucose tolerance test (oGTT) conducted at 22 weeks of age. Insulin and glucose

values were determined from plasma following a 4-hr fast. No data (ND) were collected for NZO mice during oGTT.

In all panels, *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001 by two-way ANOVA (diet and strain) with Bonferroni’s multiple comparisons test to assess

within-strain differences. Data are mean ± SEM; n R 9 mice/genotype/diet.
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to the HF/HS diet. The B6 strain became obese, insulin resistant,

and glucose intolerant, whereas the CAST strain remained lean

and insulin-sensitive despite HF/HS feeding (Figure 1).

As mentioned above, B6 and CAST mice had significantly

different intestinal microbiota (PERMANOVA; F = 4.86; p <

0.001; Figure S3A). B6 mice harbored a significantly greater

abundance of microbial families with strong positive correlations

with metabolic traits, such as weight and insulin (i.e., Clostridia-

ceae; p < 0.05), whereas CAST mice had a greater represen-

tation of families with significant negative correlations (i.e.,

Bacteroidaceae; p < 0.01; Figures 2A and S3C).

We transplanted cecal microbiota from either conventionally

raised B6 (B6-CR) or CAST (CAST-CR) donor mice into

9-week-old B6-GF recipient mice to yield B6B6 or B6CAST mice,

respectively. Transplanted animals were housed by treatment

group in separate vinyl gnotobiotic isolators and maintained on

a HF/HS diet for 16 weeks following colonization (Figure 3A).

A dietary treatment of 16 weeks allows robust development of

metabolic phenotypes associated with consumption of HF/HS

diet.

Recipient mice recapitulated microbial and metabolic pheno-

types observed in the respective donor strains (Figures 3 and 4).

B6B6 mice gained �25% more weight, had larger epididymal fat

pad mass, and showed greater hepatic triglyceride accumula-

tion than B6CAST mice (Figure 3). Additionally, oGTT revealed

that, whereas the plasma glucose levels resulting from an orally

administered bolus of glucose did not significantly differ be-

tween the two groups of transplanted mice (Figure 3E), the insu-

lin responseswere dramatically different (Figure 3F). The glucose

challenge evoked a much larger insulin response in B6B6 mice

than in B6CAST mice. The low insulin response in B6CAST mice

resembled the insulin response of the CAST-CR donors (Figures

1F and S1F). These results suggest that the effectiveness of in-

sulin to maintain euglycemia was greater in the mice receiving

the CAST microbiota than in mice receiving the B6 microbiota

(Figures 3E and 3F).

Figure 2. Gut Microbial Taxa Correlate with

Metabolic Phenotypes

(A) Heatmap illustrates Pearson’s pairwise corre-

lation between microbial families and diabetes-

related clinical traits measured in the eight CC

founder mice (n R 9 mice/genotype/diet). Micro-

bial families are ordered by their correlation to

body weight. Red, positive correlation; blue,

negative. Area under the curve (AUC) values for

insulin and glucose were computed from oGTT

conducted at 22 weeks; other metrics were

collected at 26 weeks. Correlation coefficients and

p values are found in Table S2.

(B and C) Contributions of strain and diet on the

correlations observed between fasting insulin and

(B) the Bacteroidaceae family and (C) the Clos-

tridiaceae family.

16S rRNA gene profiling of the donor

cecal inoculum and transplant recipient

fecal samples show that recipient mice

were successfully colonized with the do-

nor’s microbiota. B6B6 and B6CAST mice assumed a phylogenet-

ically similar composition to that of their respective donors

as confirmed by PCoA of unweighted UniFrac distances (Fig-

ure 4A). As seen in the founders, Bacteroidetes and Firmicutes

comprised �90% of the microbiome, although the abundance

of Firmicutes was higher in B6B6 (p < 0.05; Figure 4B). We iden-

tified taxonomic differences in the microbiota composition be-

tween the two recipient groups using linear discriminant analysis

(LDA) effect size (LEfSe) with LDA score > 2 (Segata et al., 2011).

We found 20microbial families that were differentially enriched in

the fecal microbiota of B6B6 versus B6CAST mice. There were 12

microbial families that were enriched in B6B6, of which seven be-

longed to the Firmicutes phyla (Figure 4C). Some of the families

differentially represented in the transplanted animals overlap

with taxa that are significantly correlated with metabolic pheno-

types in the founder strains (Figure 2). Notably, B6B6 mice

exhibited higher levels of Clostridiaceae (p < 0.01), which is

positively associated with insulin secretion in the founder strains

(Figure 2), whereas B6CAST mice had higher levels of Bacteroida-

ceae (p < 0.01), which is negatively associated with body weight

and insulin secretion (Figure 2). These results are concordant

with the metabolic phenotypes observed in the transplanted

mice and suggest that the distinct microbial gut communities in-

fluence metabolic changes evoked by HF/HS feeding, including

insulin secretion.

We characterized the functional potential of transplanted

communities by sequencing and analyzing their metagenomes.

Metagenomic analysis of the same samples further validated

that the B6- and CAST-derived microbiota were distinct from

one another, with donors clustering with their respective trans-

plant recipients (Figure 4D). We identified several thousand

genes differentially represented between the B6 and CAST mi-

crobiota (Table S4). This metagenomic analysis also revealed

microbial functions that were enriched in each transplanted

microbial community (Table S5). The most enriched microbial

pathways in B6B6 mice included genes involved in membrane
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transport and carbohydrate and lipid metabolism (Figure 4E). For

example, the ABC transporters and phosphotransferase system

(PTS) pathways were enriched in mice colonized with the B6 mi-

crobiota (p < 0.01). PTS are a class of transport systems involved

in the uptake and phosphorylation of a variety of carbohydrates

that can be subsequently fermented to SCFAs (Deutscher et al.,

2006). It has been previously reported that diet-induced obese

mice have a concomitant enrichment of microbial pathways

involved in PTS and elevated concentrations of SCFAs (Turn-

baugh et al., 2008), reflecting an increased capacity for energy

harvest. Consistent with these results, targeted gas chromatog-

raphy-mass spectrometry (GC-MS) analysis of SCFAs in cecal

contents disclosed that B6B6 mice had an increased concentra-

tion of the major fermentation end products compared with

B6CAST (Figure 4F). Conversely, B6CAST microbiota were en-

riched in genes related to the vitamin B12 (cobalamin) biosyn-

thetic pathway (Figure S4A), synthesis of other B vitamins and

enzyme co-factors, as well as lipopolysaccharide (LPS) biosyn-

thesis (Figures 4E and S4B). A difference in LPS biosynthetic po-

tential may reflect the composition of the B6CAST microbiota,

which has a significantly higher relative abundance of gram-

negative Bacteroidetes than the B6B6 microbiota (Figure S3B).

Our findings mirror those described previously in T2D patients

relative to diabetes-free control patients (Qin et al., 2012; Karls-

son et al., 2013)—both the microbiota of T2D patients and our

metabolically diseased mice with B6 microbiota show enrich-

ment in Kyoto Encyclopedia of Genes and Genomes (KEGG)

pathways involved in membrane transport, whereas diabetes-

free patients and mice with the CAST microbiota exhibit enrich-

ment in vitamin and co-factor biosynthesis.

B6 and CAST Microbiota Produce Divergent Bile Acid
Profiles
Gut microbes impact host physiology in part by modulating the

composition of the BA pool. We determined fecal BA profiles

of the transplanted mice and HF/HS-fed B6-CR and CAST-CR

mice by ultra performance liquid chromatography-mass spec-

trometry (UPLC/MS)-based quantification of primary and the

most abundant secondary BAs. The BA composition of B6B6
mice closely resembled that of B6-CR donor mice, whereas

Figure 3. Divergent Effects of B6 and CAST Microbiomes on Diet-Induced Metabolic Phenotypes

(A) Transplant experimental design.

(B–D) Total weight change (B), epididymal fat pad mass (C), and quantification of hepatic triglyceride (TG) contents (D).

(E–G) Glucose and insulin values during oGTT (E and F) and AUC insulin (G) in B6B6 and B6CAST mice. All measurements shown were collected 16 weeks post-

colonization.

*p < 0.05; **p < 0.01 by Student’s t test. Data are mean ± SEM; n = 7 for B6B6 and n = 6 for B6CAST mice.
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Figure 4. Gut Microbiota Composition and Function of Transplant Recipients

(A) Principal-coordinate analysis (PCoA) of unweighted UniFrac distances for the fecal microbiota of transplant donors and recipients at sacrifice. Each circle

represents an individual mouse. Percent variation explained by each PC is shown in parentheses.

(B) Relative abundance of major microbial phyla ordered by increasing mean abundance; * denotes mean phyla abundance <1%.

(C) Microbial families differentially enriched in either B6CAST (blue) or B6B6 (orange) as determined by linear discriminant analysis (LDA) with effect size (LEfSe).

(D) Clustering of mice based on relative abundance of KEGG metabolic pathways using Euclidian distance measurement with complete linkage hierarchical

clustering; B6-CR (gray), CAST-CR (green), B6B6 (orange), and B6CAST (blue).

(E) KEGG categories enriched in either CAST (blue) or B6 (orange) transplanted microbiomes.

(F) Targeted GC-MS analysis of cecal short-chain fatty acids; *p < 0.05 by Student’s t test.

Data are mean ± SEM; n = 6–7 mice/recipient group and n = 2–3 mice/donor group. For metagenomics analysis, n = 5 mice/recipient group.
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B6CAST exhibited a BA profile that was intermediate be-

tween CAST-CR and B6-CR mice (Figure 5A). Microbiota

composition was also a significant predictor of BA composition.

Bray-Curtis dissimilarity-based principal-component analysis

(PCA) revealed clustering of the BA profiles by microbiota

composition.

Although the B6CAST microbiota composition resembled that

of CAST-CR (Figure 4A), there were significant differences in

BA profiles between these groups, suggesting that variation in

circulating BAs is under the control of both host genetics and

gut microbiota. For example, the primary BAs cholic acid (CA),

chenodeoxycolic acid (CDCA), and a-muricholic acid (a-MCA)

were significantly higher in CAST-CR mice compared to

B6CAST mice (p < 0.01, p < 0.05, and p < 0.01, respectively; Fig-

ure 5B). Moreover, taurine-conjugated muricholic acids (MCAs)

were significantly higher in CAST-CR mice compared with

B6CAST mice. In contrast, these differences in taurine conjuga-

tion were not present between B6-CR and B6B6 mice. Taurine

conjugation of MCAs is a host process (Ridlon et al., 2006),

further highlighting the interaction of host genetics and micro-

biome in modulating host BA profiles.

B6-CR and B6B6 mice had a significantly greater representa-

tion of hydrophobic BA species (e.g., deoxycholic acid and lith-

ocholic acid; Figures 5B and 5C), which are elevated in humans

Figure 5. B6 and CAST Microbiota Produce

Different Bile Acid Profiles

(A) Principal-component analysis of the square

root proportion of 14 major bile acid species

(ng/mg). Each dot represents the bile acid profile of

an individual mouse. Percent variation explained

by each PC is shown in parentheses.

(B and C) Abundance of fecal bile acids (B) and

relative abundance of hydrophobic and hydrophilic

BA species (C) determined by UPLC-MS/MS from

fecal samples collected at 12 weeks post-coloni-

zation. *p < 0.05, **p < 0.01, and ***p < 0.001 by

one-way ANOVA with Bonferroni’s multiple com-

parisons test.

Data are mean ± SEM; n = 6–7 for transplant re-

cipients and n = 5 for CR mice.

and mice with insulin resistance (Ryan

et al., 2014; Prawitt et al., 2011). Microbial

metabolism of bile acids generally leads

to a more hydrophobic bile acid pool,

which facilitates fecal elimination of bile

acids. Bile salt hydrolases (BSH) are

involved in the hydrolysis of conjugated

BAs, a necessary step for the production

of secondary BAs. Consistent with the re-

sults presented above, therewere a higher

number of distinct BSH genes in the B6

microbiota relative to CAST microbiota

(13 annotated BSH genes highly abundant

in the B6 microbiota relative to CAST

versus two annotated BSH genes highly

abundant in the CAST microbiota relative

to B6; Table S4). Furthermore, the two

groups of recipient mice had vastly different fecal BA profiles.

Chenodeoxycholic acid (CDCA) (p < 0.05), deoxycholic acid

(DCA) (p < 0.01), lithocholic acid (LCA) (p < 0.01), u-muricholic

acid (uMCA) (p < 0.05), and tauro-u-muricholic acid (TuMCA)

(p < 0.05) were all significantly higher in B6B6 than in B6CAST (Fig-

ure5B). DCAwas themost abundantBAspecies inB6B6miceand

wasalso�5-foldmoreabundant inB6-CRversusCAST-CRmice.

DCA contributes to microbial dysbiosis, a hallmark of metabolic

disease, and is positively associated with higher levels of

Firmicutes (Islam et al., 2011). Tauroursodeoxycholic acid

(TUDCA) was >2-fold higher in CAST-CR mice compared to the

transplanted animals but was not detected in B6-CR mice. Inter-

estingly, administration of TUDCA has been shown to decrease

hepatic steatosis and improve insulin resistance in genetically

obesemice (Karset al., 2010;Ozcanetal., 2006), suggestingapo-

tential protective role. These results reveal differences in BA pro-

files linked to both host genotype and gut microbial composition.

They also suggest that the differential responses toprolongedHF/

HS diet consumption between B6 andCASTmice could bemedi-

ated at least in part by differences in microbial BA metabolism.

Gut Microbiota Influences Insulin Secretion
The most dramatic phenotype difference we observed between

B6B6 and B6CAST mice was in insulin secretion, where B6CAST
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mice had a blunted insulin response during the oGTT (Figure 3E).

This attenuated response in B6CAST mice may also reflect low in-

sulin secretion from b cells and/or increased insulin clearance.

To determine whether the differential insulin response during

the oGTT in the B6B6 versus B6CAST mice resulted from altered

insulin secretion, we performed ex vivo insulin secretion assays

on isolated islets. Islets were harvested from B6-GF mice

1 month after successful colonization with either CAST-CR or

B6-CR cecum-derived microbiota (Figure S5).

The isolated islets partially recapitulated the reduced insulin

secretion observed in the CAST-colonized mice in vivo (Fig-

ure 3E). The comparison between the B6-GF mice receiving

B6 versus CAST microbiota allowed us to estimate the contri-

bution of the microbiota to the strain difference in insulin secre-

tion (Figure 6A). Accordingly, the reduction in insulin secretion

caused by CAST microbiota colonization in B6 mice was

�33%.

Circulating acetate is capable of modulating insulin secretion

from pancreatic islets. Specifically, recent studies have shown

that acetate directly enhances glucose-stimulated insulin secre-

tion through activation of free fatty acid receptors on b cells

(Priyadarshini et al., 2015) and the parasympathetic nervous sys-

tem (Perry et al., 2016). Therefore, we measured concentrations

of SCFAs in plasma and cecum but found no differences in levels

of acetate between B6B6 and B6CAST mice (Figures S6A and

S6B), suggesting that the divergent effects of the B6 and CAST

microbiota on insulin secretion are unlikely to stem from differ-

ences in acetate.

Recent in vitro studies have also identified BAs as important

regulators of islet function (D€ufer et al., 2012; Renga et al.,

2010). We investigated the plasma BA profiles in the B6B6 and

B6CAST mice used for insulin secretion studies (Figures S6C

and S6D). B6CAST BA profiles were composed of a significantly

higher percentage of hydrophilic BAs (Figure S6C). Consistent

with a previous report (Sayin et al., 2013), BA profiles were domi-

nated by taurine-conjugated species, with TuMCA and TbMCA

being the two most abundant in both groups of animals (Fig-

ure S6D). In B6B6 mice, the hydrophobic secondary BAs DCA

and LCA were significantly higher than in B6CAST mice

(Figure S6D).

BAs regulate insulin secretion through the activation of spe-

cific receptors in islets. For instance, BAs can directly increase

insulin secretion and production through activation of farne-

soid X receptor (Fxr) in b cells (D€ufer et al., 2012; Renga

et al., 2010). Expression of Fxr is increased in an agonist-

dependent manner (Lee et al., 2006). Remarkably, we found

that expression of Fxr was significantly higher in B6B6 islets

compared with B6CAST islets (Figure 6B). These results sug-

gest that the gut microbiota modulate BA-dependent signaling

in pancreatic islets.

DISCUSSION

The collective genetic variance of the eight CC strains is roughly

equivalent to that of the entire human population, with the three

wild-derived strains (WSB, CAST, and PWK) accounting for

�75% of the genetic diversity within the cohort (Roberts et al.,

2007). Remarkably, these three wild-derived strains captured

the full scope of dietary responsiveness observed across the

panel (Figures 1 and S1). HF/HS feeding had no effect on any

of the phenotypes measured in CAST mice, whereas it resulted

in weight gain, glucose intolerance, and insulin resistance in B6

mice. Additionally, the diet caused a simultaneous increase in

weight and glucose in NZO mice. We also identified significant

differences in the gut microbiota composition among strains

and between diets. All animals were obtained from the same fa-

cility and subject to the same environmental conditions

throughout the study, and genetic differences among the mice

are the only known variable. Together, these results support a

role for host genetics to regulate the composition of the micro-

biota. However, it is important to note that, although large pop-

ulation studies have identified highly heritable taxa, the genetic

architecture underlying these taxa is highly complex with rela-

tively small effect sizes that are difficult to replicate (Benson,

2016).

From the CC founder panel, we identified B6 and CAST as the

two strains with the most divergent phenotypes. Previous

studies have exploited the differential response to diet-induced

metabolic disease between B6 and CAST to identify genetic

loci associated with metabolic disease (Mehrabian et al., 1998,

Figure 6. CAST and B6 Microbiomes Differ-

entially Regulate Insulin Secretion and Fxr

Expression in Pancreatic Islets

(A) Total islet insulin content and glucose-stimu-

lated insulin secretion in response to low glucose

(3.3 mM), low glucose plus KCl (40 mM), high

glucose (16.7 mM), and high glucose plus GLP-1

(100 mM) from islets isolated from B6B6 and

B6CAST mice. The number of islets and the insulin

content per islet were not different between the

groups.

(B) Relative expression of Fxr mRNA from isolated

islets. Figure S6 shows microbiota composition for

donor and transplanted communities.

*p < 0.05 by Student’s t test. Data are mean ±

SEM; n = 5.
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2000). In these studies, the gut microbiome may have contrib-

uted to the metabolic differences between strains.

In order to dissect the contribution of the microbiome of B6

and CAST to their contrasting metabolic profiles, we resorted

to fecal transplantation experiments. B6-GF mice colonized

with the CAST microbiota were less affected by chronic HF/HS

feeding relative to B6-GFmice colonized with the B6microbiota.

The mice receiving the CAST microbiota secreted far less insulin

in response to a glucose challenge but were still able to maintain

normal blood glucose levels.

We consistently identified microbial taxa in both the CC foun-

ders and transplant recipients associated with metabolic traits.

Clostridiaceae showed the strongest positive correlation with

plasma insulin levels and weight gain (Figure 2A). Clostridiaceae

also had a strong positive correlation with AUC insulin, a proxy

for pancreas function. OTUs within the Clostridiaceae family

have previously been both positively and negatively associated

with metabolic traits (Ussar et al., 2015; Karlsson et al., 2013),

and a recent study showed a positive correlation between an

increase in BMI and an increase of SCFA-producing Closdiria

species in Danish infants (Bergström et al., 2014). In contrast to

the elevated Clostridiaceae in mice with a B6microbiota, Bacter-

oidaceae was significantly higher in CAST-CR and B6CAST mice

(Figures S3C and 4C). Bacteroidaceae was negatively correlated

with body weight, circulating insulin, and AUCinsulin (Figure 2A). A

previous report found that daily oral administration ofBacteroides

uniformis, a member of the Bacteroidaceae family, ameliorated

metabolic dysfunction resulting from a high-fat diet (Gauffin

Cano et al., 2012). This species also evoked a reduction in hepatic

triglyceride levels, consistent with our observations that B6CAST
micehave lower hepatic lipid levels compared toB6B6mice. Fecal

abundance of members of the Bacteroidaceae family, including

Bacteroides vulgatus, has also been reported to be lower in hu-

mans with T2D (Wu et al., 2010). Despite the high abundance of

Bacteroidaceae in B6CAST mice, we did not observe complete

protection fromdiet-inducedmetabolic disease thatwe observed

in CAST-CRmice, suggesting that host factors, or taxa that failed

to colonize transplanted mice (e.g., Verrucomicrobiaceae),

contribute to the metabotype differences.

Vitamin B12 is exclusively produced by microbes (Martens

et al., 2002), and several members of the Bacteroidaceae family

transport, metabolize, and produce vitamin B12 analogs

(Goodmanet al., 2009;Degnanet al., 2014;Wuet al., 2015).Meta-

genomic analysis of themicrobial communities frommicewith the

CAST microbiota revealed microbial functional enrichment for

pathways involved in thebiosynthesis of vitaminB12 (FigureS4A),

which is necessary for DNA synthesis, neurological function,

hematopoiesis, epigenetic modifications, and propionate meta-

bolism (Kibirige and Mwebaze, 2013). Importantly, deficiencies

in vitamin B12 are commonly observed in individuals with T2D

and gestational diabetes (Kibirige and Mwebaze, 2013; Krishna-

veni et al., 2009), and B12 therapy improves insulin resistance

and endothelial function in patients with metabolic syndrome by

mechanisms that are not fully elucidated (Setola et al., 2004).

Our metagenomic analysis also revealed that genes involved

in LPS production are enriched in the CAST-transplanted micro-

biome (Figures 4E and S4B). This finding was surprising given

that increased levels of LPS have been causally linked to the

development of metabolic disease, yet B6CAST mice are partially

protected from the effects of HF/HS feeding relative to B6B6 an-

imals (Figure 3). Taxonomic evaluation of the metagenomic data

indicated that the Bacteroidetes phylum is the major contributor

to the increased abundance of genes from this pathway (Table

S4). This is relevant because unrelated bacteria generate struc-

turally distinct LPS molecules with varying capacity to elicit an

innate immune response (Whitfield and Trent, 2014). Notably, a

recent study showed that LPS derived from E. coli generates a

strong inflammatory signal, whereas LPS derived frommembers

of the Bacteroidetes phylum inhibited the host immune response

(Vatanen et al., 2016). The differential ability of LPS sub-types to

modify host physiology may explain why LPS has been shown to

both stimulate (Nguyen et al., 2014) and attenuate (Amyot et al.,

2012) insulin secretion. Studies aimed at testing the roles of LPS

derived from phylogenetically diverse taxa on metabolic disease

and insulin secretion are warranted to further clarify how struc-

tural differences in this molecule affect host metabolism.

In addition to LPS, gut microbes produce SCFAs, which are

important energy and signaling molecules implicated in meta-

bolic disease. For instance, butyrate has been shown to improve

whole-body insulin sensitivity (Gao et al., 2009) and patients with

T2D have reduced levels of butyrate-producing bacteria (Qin

et al., 2010). SCFAs are also elevated in individuals with diet-

induced obesity, which is consistent with the elevated cecal

SCFA levels in B6B6 mice (Turnbaugh et al., 2008). Interestingly,

SCFAs are also known regulators of insulin sensitivity and secre-

tion. Acetate can modulate insulin secretion from b cells either

directly through FFAR2 or via parasympathetic activation (Priya-

darshini et al., 2015; Perry et al., 2016). However, we did not

observe differences in concentrations of plasma or cecal acetate

in the transplanted animals (Figures 4F, S6A, and S6B). There-

fore, it is unlikely that the differences in insulin secretion could

be attributed to SCFAs and consequentially implies there are

multiple pathways through which the gut microbiota can modu-

late insulin secretion from b cells.

Gut microbes are responsible for the production of the highly

hydrophobic secondary BAs DCA and LCA through the dehy-

droxylation of the primary BAs, CA and CDCA, in the colon.

Removal of glycine/taurine BA conjugates via BSH enzymes is

a prerequisite for 7a/b-dehydroxylation of primary BAs into sec-

ondary BAs (Batta et al., 1990). Interestingly, there were 13 pre-

dicted BSH genes that were more abundant in the B6 metage-

nome but only two in the CAST metagenome. One possible

interpretation of this result is that there may be more bacterial

species present in the B6 microbiome that are able to deconju-

gate BA. Consistent with this, B6B6 mice had significantly higher

levels of secondary BA as well as hydrophobic BA species than

B6CAST mice (Figures 5B, 5C, S6C, and S6D), both of which are

elevated in humans and mice with insulin resistance (Ryan et al.,

2014; Prawitt et al., 2011). Furthermore, DCA has been positively

associated with higher levels of Firmicutes (Islam et al., 2011).

This is consistent with our findings as B6-CR founders and

B6B6 had a significantly greater relative abundance of Firmicutes

and fecal DCA than CAST-CR and B6CAST (Figures S3B and 5B).

Conversely, B6CAST had a higher abundance of hydrophilic BAs

and the majority of the BA pool was comprised of the mouse pri-

mary BA, bMCA (Figures 5B and 5C).
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The BA receptor FXR is expressed in pancreatic b cells, and its

activation via BAs enhances insulin secretion (Kumar et al., 2012;

Renga et al., 2010). Hydrophobic BAs, such as CDCA, DCA,

LCA, and their taurine conjugates, are known ligands of FXR.

The hydrophobic tauro-chenodeoxycholic acid (TCDCA) in-

creases insulin production and secretion through an FXR-depen-

dent regulation of KATP channels (D€ufer et al., 2012). Moreover, b

cell FXR activation in diabetic-leptin-receptor-deficient (db/db)

mice and NOD mice increases insulin secretion and delays the

development of diabetes (Renga et al., 2010; Zhang et al.,

2006). We detected higher levels of LCA and DCA in the feces

and plasma of B6B6 mice relative to B6CAST mice (Figures 5B,

S6C, and S6D), alongwith increased expression of Fxr in pancre-

atic islets from B6B6 mice (Figure 6B). Altogether, this suggests

that the gut microbiota and BA composition could modulate

pancreatic function and insulin secretion.

We have highlighted four examples of microbial-derived prod-

ucts, vitamin B12, SCFAs, LPS, and BAs, as plausible mediators

of the microbiome effect on insulin secretion. However, there are

thousands of other metabolites that were not characterized in

our study and could also play an important role in regulating

host metabolism. Future experiments using gnotobiotic mice

colonized with defined communities that have different meta-

bolic capabilities will provide mechanistic insights into the

communication between gut microbes and the host.

EXPERIMENTAL PROCEDURES

Mouse Husbandry

Animal care and study protocols were approved by the University of

Wisconsin-Madison Animal Care and Use Committee.

CC Mouse Husbandry

Mice were housed on a 12-hr light:dark cycle. CC founder strains were ob-

tained from The Jackson Laboratory and were bred at University of Wisconsin,

Madison. Mice were group housed by strain (two mice/cage) and diet under

temperature- and humidity-controlled conditions and received ad libitum ac-

cess to water and food. After 4 weeks of age, mice were maintained on either

a control (TD.08810; Envigo Teklad; 16.8% kcal fat; 60.9% carbohydrate;

22.3% protein) or a high-fat, high-sucrose diet (TD.08811; Envigo Teklad;

44.6% kcal fat; 40.6% carbohydrate; 14.8% protein; Table S1). Strains were

housed within the same vivarium throughout the duration of the study.

Gnotobiotic Mouse Husbandry

C57BL/6J germ-free mice were bred and housed in the Microbial Sciences

Building vivarium at University of Wisconsin-Madison to generate mice used

in this study. B6-CR and B6-GF mice were housed in separate plastic flexible

vinyl gnotobiotic isolators under temperature- and humidity-controlled condi-

tions (12-hr light:dark). Fresh cecal contents were collected from 15-week-old

conventional B6-CR andCAST-CRmicemaintained on the HF/HS diet (n = 2–3

mice per donor cecal microbiota samples). Cecal contents from B6 and CAST

donor mice were resuspended in rich medium (1:100 w/vol) inside an anaer-

obic chamber. Suspensions were transferred into anaerobic sealed tubes

and moved into gnotobiotic isolators. Nine-week-old B6-GF male mice were

inoculated via a single oral gavage with �0.2 mL of cecal inocula (Turnbaugh

et al., 2009). Each group of mice was housed in a controlled environment in

separate plastic flexible vinyl gnotobiotic isolators under standard conditions.

Recipient mice received sterilized water and HF/HS diet (TD.0.8811) ad libitum

beginning 1 week before colonization.

Metabolic Phenotypes

Mice were fasted for 4 hr before blood collection. Fasting levels of glucose, in-

sulin, and triglycerides were quantified at regular intervals, along with body

weight. Glucose tolerance tests were performed by administering an oral

dose of glucose (2 g/kg body weight) after a 4-hr fast. Blood was collected

at 0, 5, 15, 30, 60, and 120 min to assess glucose and insulin levels. Hepatic

triglycerides were extracted following the Bligh and Dyer method.

Microbiome Sequencing and Analysis

DNA was isolated from cecal contents and feces by extraction using a bead-

beating protocol (Turnbaugh et al., 2009). The V4 region of the 16S rRNA gene

was amplified using barcoded primers, and sequencing was performed using

the Illumina MiSeq platform. 16S rRNA sequences were analyzed using QIIME

(Quantitative Insights Into Microbial Ecology) software package (Caporaso

et al., 2010). LEfSe analysis was performed using standard parameters (p <

0.05 and LDA score 2.0; Segata et al., 2011). For the metagenomic analysis,

DNA fragments �350–400 bp were sequenced using Illumina Rapid HiSeq

2000. Details about metagenomic sequence analysis, 16S rRNA sequencing,

and analyses are provided in Supplemental Experimental Procedures.

Statistical Analysis

The data are expressed as mean ± SEM and analyzed using GraphPad Prism

6.0 (GraphPad Software). Multiple groups were analyzed by one-way or two-

way ANOVA followed by Bonferroni’s multiple comparisons test. Significant

differences between two groups were evaluated by two-tailed unpaired

Student’s t test or Mann-Whitney U test for samples that were not normally

distributed. Pearson’s correlations between microbiota and phenotypes and

association testing were performed in R. The level of significance was set at

p < 0.05; *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.

See Supplemental Information for detailed description of methods related to

(1) plasma and liver measurements, (2) high-performance liquid chromatog-

raphy-mass spectrometry (HPLC-MS) and GC-MS assays of plasma and

cecal contents, (3) microbiome analyses, (4) islet isolation and GSIS, and (5)

qRT-PCR assays.
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Ley, R.E., Bäckhed, F., Turnbaugh, P., Lozupone, C.A., Knight, R.D., and Gor-

don, J.I. (2005). Obesity alters gut microbial ecology. Proc. Natl. Acad. Sci.

USA 102, 11070–11075.

Lozupone, C., and Knight, R. (2005). UniFrac: a new phylogenetic method for

comparing microbial communities. Appl. Environ. Microbiol. 71, 8228–8235.

Makishima, M., Okamoto, A.Y., Repa, J.J., Tu, H., Learned, R.M., Luk, A., Hull,

M.V., Lustig, K.D., Mangelsdorf, D.J., and Shan, B. (1999). Identification of a

nuclear receptor for bile acids. Science 284, 1362–1365.

Martens, J.H., Barg, H., Warren, M.J., and Jahn, D. (2002). Microbial produc-

tion of vitamin B12. Appl. Microbiol. Biotechnol. 58, 275–285.

Mehrabian, M., Wen, P.Z., Fisler, J., Davis, R.C., and Lusis, A.J. (1998). Ge-

netic loci controlling body fat, lipoprotein metabolism, and insulin levels in a

multifactorial mouse model. J. Clin. Invest. 101, 2485–2496.

Mehrabian, M., Castellani, L.W., Wen, P.Z., Wong, J., Rithaporn, T., Hama,

S.Y., Hough, G.P., Johnson, D., Albers, J.J., Mottino, G.A., et al. (2000). Ge-

netic control of HDL levels and composition in an interspecific mouse cross

(CAST/Ei x C57BL/6J). J. Lipid Res. 41, 1936–1946.

Cell Reports 18, 1739–1750, February 14, 2017 1749



Nguyen, A.T., Mandard, S., Dray, C., Deckert, V., Valet, P., Besnard, P.,

Drucker, D.J., Lagrost, L., and Grober, J. (2014). Lipopolysaccharides-medi-

ated increase in glucose-stimulated insulin secretion: involvement of the

GLP-1 pathway. Diabetes 63, 471–482.

O’Connor, A., Quizon, P.M., Albright, J.E., Lin, F.T., and Bennett, B.J. (2014).

Responsiveness of cardiometabolic-related microbiota to diet is influenced by

host genetics. Mamm. Genome 25, 583–599.

Ozcan, U., Yilmaz, E., Ozcan, L., Furuhashi, M., Vaillancourt, E., Smith, R.O.,

Görg€un, C.Z., and Hotamisligil, G.S. (2006). Chemical chaperones reduce

ER stress and restore glucose homeostasis in a mouse model of type 2 dia-

betes. Science 313, 1137–1140.

Parks, D.J., Blanchard, S.G., Bledsoe, R.K., Chandra, G., Consler, T.G.,

Kliewer, S.A., Stimmel, J.B., Willson, T.M., Zavacki, A.M., Moore, D.D., and

Lehmann, J.M. (1999). Bile acids: natural ligands for an orphan nuclear recep-

tor. Science 284, 1365–1368.

Parks, B.W., Nam, E., Org, E., Kostem, E., Norheim, F., Hui, S.T., Pan, C., Civ-

elek, M., Rau, C.D., Bennett, B.J., et al. (2013). Genetic control of obesity and

gut microbiota composition in response to high-fat, high-sucrose diet in mice.

Cell Metab. 17, 141–152.

Perry, R.J., Peng, L., Barry, N.A., Cline, G.W., Zhang, D., Cardone, R.L., Pe-

tersen, K.F., Kibbey, R.G., Goodman, A.L., and Shulman, G.I. (2016). Acetate

mediates a microbiome-brain-b-cell axis to promote metabolic syndrome.

Nature 534, 213–217.

Prawitt, J., Caron, S., and Staels, B. (2011). Bile acid metabolism and the path-

ogenesis of type 2 diabetes. Curr. Diab. Rep. 11, 160–166.

Priyadarshini, M., Villa, S.R., Fuller, M., Wicksteed, B., Mackay, C.R., Alquier,

T., Poitout, V., Mancebo, H., Mirmira, R.G., Gilchrist, A., and Layden, B.T.

(2015). An acetate-specific GPCR, FFAR2, regulates insulin secretion. Mol. En-

docrinol. 29, 1055–1066.

Qin, J., Li, R., Raes, J., Arumugam, M., Burgdorf, K.S., Manichanh, C., Nielsen,

T., Pons, N., Levenez, F., Yamada, T., et al.; MetaHIT Consortium (2010). A hu-

man gut microbial gene catalogue established by metagenomic sequencing.

Nature 464, 59–65.

Qin, J., Li, Y., Cai, Z., Li, S., Zhu, J., Zhang, F., Liang, S., Zhang, W., Guan, Y.,

Shen, D., et al. (2012). A metagenome-wide association study of gut micro-

biota in type 2 diabetes. Nature 490, 55–60.

Renga, B., Mencarelli, A., Vavassori, P., Brancaleone, V., and Fiorucci, S.

(2010). The bile acid sensor FXR regulates insulin transcription and secretion.

Biochim. Biophys. Acta 1802, 363–372.

Ridaura, V.K., Faith, J.J., Rey, F.E., Cheng, J., Duncan, A.E., Kau, A.L., Griffin,

N.W., Lombard, V., Henrissat, B., Bain, J.R., et al. (2013). Gut microbiota from

twins discordant for obesity modulate metabolism in mice. Science 341,

1241214.

Ridlon, J.M., Kang, D.-J., and Hylemon, P.B. (2006). Bile salt biotransforma-

tions by human intestinal bacteria. J. Lipid Res. 47, 241–259.

Roberts, A., Pardo-Manuel de Villena, F., Wang, W., McMillan, L., and

Threadgill, D.W. (2007). The polymorphism architecture of mouse genetic re-

sources elucidated using genome-wide resequencing data: implications for

QTL discovery and systems genetics. Mamm. Genome 18, 473–481.

Russell, D.W. (2009). Fifty years of advances in bile acid synthesis and meta-

bolism. J. Lipid Res. 50, S120–S125.

Ryan, K.K., Tremaroli, V., Clemmensen, C., Kovatcheva-Datchary, P., Myrono-
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SUMMARY

Death of cochlear hair cells, which do not regenerate,
is a cause of hearing loss in a high percentage of the
population. Currently, no approach exists to obtain
large numbers of cochlear hair cells. Here, using
a small-molecule approach, we show significant
expansion (>2,000-fold) of cochlear supporting cells
expressing and maintaining Lgr5, an epithelial stem
cell marker, in response to stimulation of Wnt
signaling by a GSK3b inhibitor and transcriptional
activation by a histone deacetylase inhibitor. The
Lgr5-expressing cells differentiate into hair cells in
high yield. From a single mouse cochlea, we ob-
tained over 11,500 hair cells, compared to less than
200 in the absence of induction. The newly generated
hair cells have bundles and molecular machinery for
transduction, synapse formation, and specialized
hair cell activity. Targeting supporting cells capable
of proliferation and cochlear hair cell replacement
could lead to the discovery of hearing loss treat-
ments.

INTRODUCTION

Hearing impairment is a major health challenge estimated by the

World Health Organization to affect over 5% of the world’s pop-

ulation (360 million people, including 32 million children). The

sensory hair cells that detect sound and transmit their signal to

the brain via the auditory nerve are susceptible to damage. After

loss, the hair cells are never replaced (Cox et al., 2014; Fujioka

et al., 2015), and thus, the number of cells, which is low

(15,000 per ear in humans and 3,000 in mice) at the start of post-

natal life, only decreases with age, and the absence of cell

replacement leads to a high prevalence of acquired forms of

deafness. Indeed, hair cell and auditory nerve damage, typically

caused by noise exposure, ototoxic drugs, viral or bacterial in-

fections, and aging, accounts for more than 80% of all cases

of hearing loss (Davis, 1983).

Lgr5, an epithelial cell protein first discovered as a marker for

intestinal stem cells and then shown to be critical for their func-

tion (Barker et al., 2007; Koo and Clevers, 2014), was recently

shown to be expressed in cochlear supporting cells that sur-

round the hair cells (Chai et al., 2012; Shi et al., 2012). These

Lgr5-expressing cells could be induced to undergo limited pro-

liferation when stimulated by Wnt in the normally post-mitotic

cochlear sensory epithelium (Shi et al., 2013). Indeed, consistent

with a progenitor role, supporting cells that expressed Lgr5 gave

rise to new Lgr5+ cells by propagation and to hair cells that were

Lgr5�, whereas supporting cells that did not express this recep-

tor did not give rise to hair cells (Bramhall et al., 2014; Shi et al.,

2012). Consistent with its role in upstream regulation of the tran-

scription factor Atoh1 (Shi et al., 2010), which is a master regu-

lator of hair cell differentiation (Edge and Chen, 2008; Kelley,

2006), upregulation ofWnt also increased hair cell differentiation.

This combination of the ability to divide in response to Wnt

signaling and the potency to differentiate into hair cells sug-

gested that Lgr5+ cells were acting as progenitor cells of the

cochlear epithelium (Shi et al., 2012). Indeed, in the newborn co-

chlea, Lgr5+ cells showed the capacity to regenerate spontane-

ously after damage (Bramhall et al., 2014; Cox et al., 2014).

These data supported a role for the Lgr5+ cells as cochlear
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progenitor cells, but spontaneous regeneration capacity was lost

after the first postnatal week, and, indeed, no cell division or cell

replacement occurs in the sensory epithelium of the adult co-

chlea (Bramhall et al., 2014; Cox et al., 2014; Fujioka et al.,

2015; Shi et al., 2012). Supporting cell transdifferentiation can

lead to some hair cell replacement (Mizutari et al., 2013), but re-

generating a functional cochlea would require both stimulating

these cells to divide and differentiating them to hair cells, an

approach that would benefit greatly from the isolation of Lgr5+

progenitor cells to develop protocols for their expansion and

differentiation to hair cells.

The limited ability of cochlear cells to regenerate is unusual

compared to other epithelia, but, despite different capacities

for regeneration, Lgr5+ cochlear supporting cells have several

characteristics in common with Lgr5+ cells from the intestine.

Activation of both the Wnt and Notch signaling pathways has

been independently demonstrated to be required for the estab-

lishment of Lgr5+ cells in the cochlea during development (Shi

et al., 2010, 2014; Yamamoto et al., 2011). Wnt signaling is

required for hair cell differentiation (Shi et al., 2014), which is

increased by concurrent inhibition of Notch (Bramhall et al.,

2014; Kelley, 2006; Korrapati et al., 2013; Shi et al., 2010,

2014). This is strikingly similar to intestinal epithelia, where Wnt

and Notch signaling are required for stem cell expansion, and

lack of Notch signaling with active Wnt leads to differentiation

to mature epithelial cell types (de Lau et al., 2011; Koo and

Clevers, 2014; van Es et al., 2005; Yin et al., 2014). Some expan-

sion of Lgr5+ cells from the cochlea could be achieved by prop-

agation as cochlear spheres (Shi et al., 2012), but heterogeneous

cell populations are obtained and the yield of hair cells upon dif-

ferentiation is low. Changes in gene expression of progenitors

results in a loss of sphere-forming capacity in the adult mouse

cochlea (Oshima et al., 2007). Studies on progenitor cells have

thus been limited by the small number of Lgr5+ cells, which

comprise a subset of the few cells in the cochlear epithelium,

and inefficient protocols for their expansion. Here, by employing

a cocktail of drugs and growth factors to modulatemultiple path-

ways, we demonstrate mechanisms to clonally expand Lgr5+

cells from both newborn and normally unresponsive, adult tissue

and to efficiently differentiate these colonies into nearly pure

populations of hair cells in high yield. We show, furthermore,

that the same drug cocktail drives the generation of hair cells

and supporting cells in both healthy and damaged neonatal or-

gan of Corti.

RESULTS

Lgr5+ Cochlear Cell Expansion
Lgr5+ cells represent a subset of supporting cells within the

cochlear epithelium (Figure 1A). Using an Lgr5-GFP mouse

line, we tested the activation or inhibition of multiple pathways

to expand single Lgr5+ supporting cells isolated from the

neonatal cochlea in a Matrigel-based 3D culture system (Fig-

ure 1B). Initially, we aimed to adapt conditions we previously

developed for culture of intestinal stem cells to the inner ear pro-

genitor cells (Yin et al., 2014). We added the glycogen synthase

kinase 3b (GSK3b) inhibitor CHIR99021 (CHIR or C) and the his-

tone deacetylase (HDAC) inhibitor valproic acid (VPA or V) to the

growth factor cocktail that was previously used for the culture of

inner ear spheres, which includes epidermal growth factor (EGF),

basic fibroblast growth factor (bFGF or F), and insulin like growth

factor 1 (IGF-1 or I) (Li et al., 2003). In parallel, we tested condi-

tions used for the culture of intestinal stem cells, which includes

EGF (E), R-Spondin1 (R), and Noggin (N) (Sato et al., 2009). The

addition of CHIR and VPA to EFI (EGF, bFGF, IGF-1) significantly

increased the total number and percentage of Lgr5-GFP cells in

culture, which outperformed the conditions previously used to

expand intestinal Lgr5-GFP cells (ENR) (Figure S1A). The addi-

tion of CV to previously used factors led to the formation of large

GFP+ colonies (Figure S1B), consistent with our previous finding

in the intestine (Yin et al., 2014).

Without Wnt stimulation (EFI alone), Lgr5-GFP expression

diminished, and, unlike the intestinal colonies, the number of

Lgr5-GFP cells diminished after passage. Although the Lgr5-

GFP cell numbers decreased after passage, further Wnt stimula-

tion allowed Lgr5-GFP cells to be maintained in culture for

extended periods of time (out to 45 days, the longest time point

tested). We reasoned that other factors were needed to optimize

the culture of Lgr5-GFP cells and thus performed screening to

identify additional factors to enable the colonies’ prolonged cul-

ture and passaging. Addition of 2-phospho-L-ascorbic acid (pVc

or P), a stable form of vitamin C, increased Lgr5+ cell expansion

by an additional 2- to 3-fold (Figures S2A and 2B). Addition of a

transforming growth factor b (TGF-b) receptor (Alk5) inhibitor,

616452 (or 6), also increased cell expansion (by 2- to 3-fold)

and was required for the passage of colonies (Figures 2C, 2D,

and S2C). Collectively, the addition of small molecules (CVP6),

compared to growth factors alone, increased Lgr5+ cell

numbers by >2,000-fold with high consistency (Figure 2B).

To examine the relative importance of individual factors in our

culture system (without passaging), we separately removed

each factor from the medium and quantified cell proliferation

and Lgr5 expression of inner ear epithelial cells following

Figure 1. Diagram of Cochlear Lgr5+ Cell Culture

(A) Lgr5 is expressed in a subset of supporting cells surrounding the cochlear

hair cells, including the greater epithelial ridge (GER), inner border cells (IBCs),

inner pillar cells (IPCs), and third Deiters cells (3rd DCs). IHC, inner hair cell;

OHC, outer hair cell.

(B) Diagram of cochlear epithelial cell isolation and culture as single cells in a

3D system for 10 days.
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10 days of culture (Figures 2C and 2D). Removal of CHIR or bFGF

had the greatest effect on Lgr5-GFP cell number and percent-

age, while removal of CHIR had the greatest effect on Lgr5

expression. Removing EGF or 616452 caused a significant

reduction in Lgr5-GFP cell number, while removing VPA or pVc

greatly reduced Lgr5 expression. The presence of IGF-1 had a

Figure 2. Characterization of Culture Condi-

tions for Inner Ear Lgr5+ Cells

(A) GFP fluorescence and bright-field images of

Lgr5-GFP colonies obtained from inner ear epithelial

cells cultured for 10 days in the presence of EGF,

bFGF, IGF-1 (EFI); EFI and CHIR, VPA, pVc, 616452

(EFICVP6). Scale bars, 200 mm.

(B) Number of live cells and percentage and number

of Lgr5-GFP cells from inner ear epithelia cultured

for 10 days. n = 3. Error bars represent mean ± SD.

(C) Number of live cells and number and percentage

of Lgr5-GFP cells from inner ear epithelia cultured

for 10 days. Lgr5+ cell number and percentage were

highest in cultures containing EGF, bFGF, IGF-1,

CHIR, VPA, pVc, and 616452 (EFICVP6) compared

to cultures from which individual factors were

removed. Each condition was compared to

EFICVP6. n = 3. Error bars represent mean ± SD;

***p < 0.001; *p < 0.05; ns, not significant (p > 0.05).

(D) GFP fluorescence and bright-field images of

cultures as shown in (C). Scale bars, 400 mm.

marginal beneficial effect on Lgr5 cell num-

ber and percentage. The treatment with

the combined agents (EFICVP6) yielded

the highest number of total cells, Lgr5+

cells, and percentage of Lgr5+ cells

following 10 days of culture. These results

suggest that bFGF and CHIR were most

critical to Lgr5+ cell culture, while the other

factors promotedmaximal Lgr5 cell growth

and expression. Similar results were ob-

tained by direct visualization of GFP

expression and cell growth (Figure 2D).

We further examined the potential func-

tion of individual factors. The effects of

CHIR in increasing Lgr5-GFP cell number

and percentage could be partially repli-

cated with Wnt3a in combination with

R-spondin1 (Figures S2D–S2G), suggest-

ing a role of CHIR in activating the Wnt

pathway. Using an Atoh1-nGFP mouse

line, we found that VPA suppressed spon-

taneous differentiation of supporting cells

into hair cells (Figure S2H), which is consis-

tent with the role of VPA in maintaining

Notch activation in intestinal stem cells

(Greenblatt et al., 2007; Yin et al., 2014).

Consistent with previous reports (Chai

et al., 2012; Shi et al., 2012), Lgr5+ cells ex-

pressed the supporting cell marker Sox2,

and a single optical slice revealed that

Lgr5-GFP colonies cultured in EFICVP6

comprised pure populations of Sox2-expressing supporting

cells with nuclear localization in the basal portion of the cell (Fig-

ure 3A). Exposure of EFICVP6 cultures to ethynyldeoxyuridine

(EdU) revealed that Lgr5-GFP colonies were actively proliferating

(Figure 3B). Tracking of single Lgr5-GFP cells over time revealed

that Lgr5-GFP colonies were formed clonally (Figure 3C).
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Conversion of Lgr5+ Cells to Hair Cells
Although Notch inhibition and b-catenin expression were sepa-

rately shown to promote hair cell differentiation in vitro from inner

ear progenitor cells at a higher rate than removal of growth fac-

tors, the number of hair cells produced remained low due to the

inability to expand progenitor cells and sufficiently convert them

into hair cells (Jeon et al., 2011; Oshima et al., 2007; Shi et al.,

2012, 2013). To test whether the expanded Lgr5+ cells were

able to generate higher yields of hair cells after simultaneous

Notch inhibition and Wnt activation, we treated Lgr5-GFP or

Atoh1-nGFP cells, expanded by the above procedures, with

LY411575, a g-secretase inhibitor previously used to differen-

tiate inner ear progenitor cells (Jeon et al., 2011; Mizutari et al.,

2013), and CHIR, the GSK3b inhibitor. Following 10 days of dif-

ferentiation, the expression of Lgr5 was diminished (Figure S3A),

suggesting that they were differentiated cells. Atoh1-nGFP

cells were rare during the expansion phase of the culture but

increased in prevalence during the differentiation step of the

protocol (Figure S3B). This suggests that the combination of

LY411575 and CHIR induced the differentiation of the expanded

Lgr5+ cells and transformed the colonies into high-purity popu-

lations of Atoh1-nGFP hair cells (Figure S3B).

We quantified hair cell production using flow cytometry to

count Atoh1-nGFP cells after expansion (day 0) and differentia-

tion (day 10) phases of cultures originating from isolated epithe-

lial cells from a single Atoh1-nGFP mouse cochlea (Figure 4A).

We found that the addition of 616452 caused leakage of the

enhancer-mediated Atoh1-nGFP (which was confirmed through

co-staining with myosin VIIa during expansion). It was therefore

removed from hair cell quantification assays using the Atoh1-

nGFP reporter. Treatment with growth factors alone or with

CHIR, VPA, and pVc produced few Atoh1-nGFP+ cells (0.72%

with the growth factors and 1.108% in the presence of growth

factors with drugs, p > 0.05) at the end of the 10-day expansion.

Our results suggest that CHIR leads to greater differentiation

than LY411575 (5.6-fold vs. 2.6-fold) when compared to removal

of growth factors alone, and combining LY411575 and CHIR

(LYC) further increases hair cell yield (Figure 4A). Expansion us-

ing EFICVP, followed by differentiation with LYC, produced the

maximum number and purity of hair cells when multiple differen-

tiation conditions were analyzed, suggesting that inclusion of

growth factors in culture during differentiation reduces hair cell

formation (Figure 4A). Expansion with EFICVP and differentiation

with LYC resulted in �26% of all cells in culture expressing

Atoh1-nGFP, which corresponds to�11,600 Atoh1-nGFP+ cells

per cochlea compared to the 0.72% and average of 173 cells

generated per cochlea when differentiating with LYC after ex-

panding with EFI (p < 0.0001). Our optimal conditions generated

a highly reproducible hair cell yield (26.3% ± 2.5%, n = 5 inde-

pendent experiments; Figure 4A) that was 67-fold greater than

previous methods using only growth factors to culture support-

ing cells (Oshima et al., 2007) and represented a 580-fold in-

crease of viable hair cells during culture (20 Atoh1-nGFP cells).

To determine whether Lgr5+ cells were the source of hair cells,

we crossed Lgr5-Cre-ER mice with Rosa26-flox-tdTomato mice

and followed tdTomato expression in any new cells. When 4-hy-

droxytamoxifen was added to the culture at day 0 to activate the

Lgr5-Cre, Lgr5+ cells formed colonies in the cocktail of growth

factors and drugs, in which all cells within a colony were positive

for tdTomato (Figure 4B). After differentiation with LY411575 and

CHIR, hair cells (marked by hair cell-specific myosin VIIa (Weil

et al., 1996)) were also tdTomato-positive (Figure 4C), indicating

that the myosin VIIa+ cells were derived from Lgr5-expressing

cells. Colonies that were tdTomato-negative did not produce

myosin VIIa+ cells, indicating that Lgr5-negative cells do not

generate hair cells, as also demonstrated previously (Shi et al.,

2012). Cultures stained for EdU given 1 day after LY411575

and CHIR administration showed that cells expressing hair cell

genes did not proliferate in the differentiation conditions (Fig-

ure 4D). These data thus suggest that hair cells did not proliferate

during colony formation or differentiation.

Further analyses showed that differentiating expanded sup-

porting cells with LYC resulted in large colonies that were almost

uniformly positive for myosin VIIa and contained actin-rich pro-

trusions within the inner lumen (Figure 5A; Movie S1). Closer in-

spection of hair cell colonies revealed that myosin VIIa+ cells

contained CtBP2+ ribbon synapse-like puncta in the basal

region, where ribbon synapses are found in native hair cells

Figure 3. Lgr5+ Supporting Cells Actively Proliferate and Form

Clonal Colonies

(A) Lgr5+ colonies generated in EFICVP6 expressed the supporting cell marker

Sox2 in nuclei located in the basal region of the cell. The dashed line indicates

the border of a single cell with the apical surface (hollow arrowhead) facing the

lumen. Image is a single optical slice. n = 4. Scale bar, 15 mm.

(B) EdU staining of an Lgr5-GFP colony. Image is a maximum projection of a

z stack. n = 6. Scale bar, 15 mm.

(C) A single Lgr5+ cell tracked over 9 days while cultured in the presence of

EFICVP6. n = 7. Scale bar, 15 mm. D, day.
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(Figure 5B, arrowheads). Hair cell colonies were either negative

(Figure 5C, left) or positive (Figure 5C, right, arrowhead) for pres-

tin, a motor protein located in the membrane of outer hair cells,

identifying a subset of the differentiated cells as outer hair cells

(Dallos et al., 2008). Colonies of new hair cells also expressed ve-

sicular glutamate transporter3 (vGlut3), an inner hair cell marker

(Seal et al., 2008), which was only found in colonies that did not

express prestin (Figure 5D). The staining also revealed that the

actin-rich protrusions comprised several individual stereocilia

on the cells’ apical surface (Figure 5E). The new colonies of

hair cells rapidly accumulated the dye FM1-43, which enters

hair cells through active transduction channels (Meyers et al.,

2003) (Figure 5F).

qPCR studies to determine gene expression profiles before

and after differentiation using the optimal conditions for Atoh1-

nGFP quantification (EFICVP/LYC) revealed that myosin VIIa

was upregulated between day 0 and day 10 after expansion,

while Lgr5 expression decreased (Figure 5G). The differentiated

cells expressed the tip-link genes cadherin23 and protocad-

herin15 (Hudspeth, 2008). The transduction adaptation compo-

nent myosin Ic (Hudspeth, 2008), the synapse-associated cal-

cium channel CaV1.3, and the ribbon synapse component

ribeye were also upregulated (Khimich et al., 2005). The a9

acetylcholine receptor Chrna9 and the transduction channel

component transmembrane channel 1 (Tmc1) (Pan et al.,

2013a) both had increased expression. Prestin, the motor pro-

tein, and oncomodulin, a calcium modulator, both of which are

found in outer hair cells, as well as the inner hair cell calcium

modulator vesicular glutamate transporter 3, also showed

increased expression. Our differentiation conditions thus gener-

ated inner and outer cochlear hair cell types that contained com-

ponents of synaptic specializations, the transduction apparatus

receptors, and ion channels of hair cells that were identified by

both staining for specific markers and real-time qPCR.

Expansion and Hair Cell Differentiation of Lgr5-
Expressing Cells from Adult Inner Ear Tissue
Previous studies have documented a decline in proliferative ca-

pacity and stem cell properties in the inner ear after the early

postnatal period (Oshima et al., 2007; White et al., 2006). Since

the drug combination applied here enhanced proliferation of

neonatal cells compared to previous techniques, we next tested

whether the compounds could be used to expand and differen-

tiate otherwise quiescent adult cells into hair cells. Given the low

numbers of Lgr5+ cells available from the adult mouse cochlea,

we applied the cocktail of agents that we established for

passaging neonatal cells, EFICVP6, to generate clonal colonies

of adult cells positive for Lgr5 (Figure 6A). After the expansion,

the cultures were treated with LY411575 and CHIR to differen-

tiate the Lgr5+ cells. The colonies initiated expression of myosin

VIIa only after differentiation (Figures 6B and 6C), indicating

that adult Lgr5+ cells expanded and differentiated into cells

that expressed hair cell markers. Myosin VIIa expression varied

between colonies, with some colonies expressing the protein

more robustly (Figures 6B and 6C). Cells isolated from mice

at postnatal day 30 (4.67 ± 0.28 cells) and postnatal day 60

(6.75 ± 1.53 cells) formed similar sized colonies (average colony

size across both ages of 6.18 ± 0.13 cells; Figure 6D). Colonies

from postnatal day 30 (4.33 ± 0.28 cells) and postnatal day

60 (3.88 ± 1.48 cells) generated a similar number of myosin

Figure 4. Hair Cell Colonies Are Generated

from Lgr5+ Colonies

(A) Flow cytometry was performed for quantification

of Atoh1+ cells in multiple expansion (blue bars) and

differentiation (red bars) conditions in cultures orig-

inating from Atoh1-nGFP mice. Inner ear cell culture

in growth factors (EFI) or growth factors with VPA

and CHIR (EFICVP) did not change the percentage

of Atoh1-nGFP cells after 10 days of expansion

(shown as day 0 of the experiment; p > 0.05). A

combination of LY411575 and CHIR (LYC) was the

most effective for differentiation of Atoh1-nGFP cells

from EFICVP-expanded cells and was therefore

compared to each condition. n = 5. Error bars

represent mean ± SD. **p < 0.0001; *p < 0.05; me-

dium without growth factors or drugs (Med). D, day.

(B) Lgr5-Cre-tdTomato cells were cultured with

EFICVP for 10 days. 4-Hydroxytamoxifen was

added to the culture at day 0 of expansion.

Expression of Lgr5-GFP and tdTomato is shown.

Scale bar, 15 mm; n = 9.

(C) Immunocytochemical staining of Lgr5-Cre-

tdTomato cells for myosin VIIa following 10 days of

culture in LYC. Scale bar, 15 mm; n = 5.

(D) EdU and myosin VIIa cells following 10 days of

differentiation. Scale bar, 15 mm; n = 5.

(E) High-power view of the EdU+ cell in (D). EdU was

added at day 1.

The arrowheads in (D) and (E) refer to EdU-positive

cells.
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VIIa+ cells per colony (average across ages of 4.00 ± 1.06

myosin VIIa+ cells per colony; Figure 6D). The myosin VIIa+ cells

were obtained in colonies generated from postnatal day 30

(93.3% ± 5.8% cells) and postnatal day 60 (59.6% ± 13.7%

cells); (average across ages of 68.82% ± 0. 28% myosin VIIa

cells; Figure 6D). No significant differences were seen across

ages.

We next tested whether the expansion and differentiation con-

dition could be applied to non-human primates. Inner ear epithe-

lial cells were isolated from adult rhesus macaques and cultured

with EFICVP6. These preliminary results indicated that the cells

formed clonal colonies (Figure 6E). However, differentiation to

hair cells was not achieved due to repeated contamination likely

caused by non-sterile conditions encountered during the tempo-

ral bone isolation.

We further tested the conditions using one sample of healthy

human inner ear tissue isolated from a 40-year-old male patient

undergoing a labyrinthectomy to access a tumor on the brain.

The inner ear tissue wasmicrodissected to remove bone, debris,

and nerve tissue. The tissue was then treated identically to the

mouse tissue to isolate single cells for culture. The single cells

formed clonal colonies after 12 days under EFICVP6 conditions,

Figure 5. Colonies of Inner Ear Progenitor Cells Generate Hair Cells In Vitro

(A) The combination of CHIR and LY411575 (LYC) converted progenitor colonies into high-purity populations of myosin VIIa+ cells (left, surface view) with actin-

rich protrusions projecting into the lumen (right, section through the colony). n = 11. Scale bar, 15 mm.

(B) Myosin VIIa+ cells had CtBP2+ puncta at the basal end of the cell near the membrane (arrowheads). n = 4. Scale bar, 15 mm.

(C) Myosin VIIa+/prestin� colonies, indicative of inner hair cells and myosin VIIa+/prestin+ (arrowhead) colonies, indicative of outer hair cells, were distinct. n = 4.

Scale bar, 15 mm.

(D) Myosin VIIa+/vGlut3+ cells were also produced, indicative of inner hair cells. n = 5. Scale bar, 15 mm.

(E) Myosin VIIa+ cells had actin-rich bundles on the apical surface comprising several individual stereocilia. n = 11. Scale bar, 15 mm.

(F) Atoh1-nGFP colonies incorporated FM1-43 dye. Image is a single optical slice. n = 6. Scale bar, 15 mm.

(G) Key hair cell genes were compared by real-time qPCR at days 0 and 10 of differentiation. Myosin VIIa expression increased while Lgr5 expression decreased

between days 0 and 10. Hair cell genes (CaV1.3, Ribeye, Chrna9, Tmc1, Pcdh15, Cdh23, myosin Ic, prestin, oncomodulin, and vGlut3), which include themarkers

measured by antibody staining (A–D), were strongly upregulated. nR 5 independent samples per gene. Error bars represent mean ± SEM; p < 0.05 for all genes

presented; **p < 0.005. D, day.
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although expansion was not as robust as that seen for neonatal

cells (Figure 6F). The colonies stained for Sox2, a known marker

of inner ear progenitor cells (Figure 6F). After 12 days of expan-

sion, the cultures were treated with LY411575 and CHIR for

10 days to differentiate the colonies. The colonies stained posi-

tively for the hair cell marker myosin VIIa (Figure 6G), suggesting

that sensory epithelium from adult human inner ear can also give

rise to hair cell progenitors.

Hair Cell Generation In Situ in Cochlear Explants
The drugs that were critical for expansion and differentiation of

Lgr5+ cells (HDAC inhibitors, GSK3b inhibitors, and g-secretase

inhibitors) have all been used clinically for other indications and

could potentially be candidates for clinical development. To

investigate their effects in a more clinically relevant tissue, we

applied the drugs to cochlear explants. Supporting cells play a

key role in cochlear function and homeostasis. Therefore, we

treated intact and hair cell-damaged explants from postnatal

day 2 mice with small molecules from the expansion conditions

(CVP) rather than the differentiation conditions in an attempt to

maintain a supporting cell population and permit spontaneous

differentiation (Figure S4). We performed these cultures without

growth factors in the presence of the surrounding tissue. These

tests resulted in extensive proliferation of supporting cells and

differentiation to hair cells. Whereas Lgr5-GFP was absent in a

control cochlea in the region between the third Deiters cell and

inner pillar cells (i.e., outer pillar cells, first and second Deiters

cells), treatment with CVP for 3 days caused upregulation of

Lgr5-GFP in all supporting cells (Figures 7A, 7C, and 7D). There

was a highly significant (p < 0.001) �2-fold increase in myosin

Figure 6. Expansion and Differentiation of Progenitor Cells from Adult Mouse, Rhesus Macaque, and Human Inner Ear

(A) Adult mouse Lgr5-GFP cells formed colonies in EFICVP6. n = 4. Scale bar, 15 mm.

(B) Upon differentiation with LYC, subsets of colonies contained high purity populations of cells expressing hair cell gene, myosin VIIa (Myo VIIa). n = 4. Scale bar,

15 mm.

(C) Other colonies showed a smaller percentage of myosin VIIa+ cells. n = 4. Scale bar, 15 mm.

(D) Left: cells isolated from 30-day and 60-day old (p30 and p60) animals formed similar sized colonies (p > 0.05). Average (Avg) is also shown. Middle: colonies

from 30- and 60-day-old animals generated a similar number of myosin VIIa+ cells per colony (p > 0.05). Average (Avg) is also shown. Right: myosin VIIa+ cells

were represented in similar proportions in colonies from 30- and 60-day-old animals (p > 0.05). Average (Avg) is also shown. p30 n = 3; p60 n = 8. Error bars

represent mean ± SD. P, postnatal day.

(E) Cells isolated from adult rhesus macaque inner ear epithelia generated clonal colonies in EFICVP6 for 7 days. n = 4. Scale bar, 50 mm.

(F) Cells isolated from human inner ear epithelia from a 40-year-old male generated clonal colonies that stained for Sox2 after a 12-day EFICVP6 treatment. n = 1.

Scale bar, 15 mm. DIC, differential interference contrast.

(G) LYC treatment of human inner ear colonies generated populations of hair cell-like cells (Myo VIIa) with few myosin VIIa� cells (arrow). Colony size was

7.25 ± 1.74 cells. The number of myosin VIIa+ cells per colony was 5.25 ± 2.21. The proportion of myosin VIIa+ cells was 66.7% ± 18.0%. Scale bar, 15 mm.
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VIIa+ inner and outer hair cells after 3 days of drug treatment

(Figures 7B and 7D) as compared to control cochlea (Figure 7C).

Addition of 616452 to VPA and CHIR did not increase the gener-

ation of hair cells. The new hair cells had morphology similar to

the intact cochlea, with phalloidin+ stereociliary bundles and

hair cells that were separated by intact supporting cells, sug-

gesting that the treatment caused proliferation and subsequent

differentiation (Figure 7E). Supporting cells had incorporated

EdU, suggesting that they had divided (Figure 7F), and some of

the hair cells, identified as ‘‘new’’ based on their expression of

Sox2 (Bramhall et al., 2014; Kempfle et al., 2016), had transdiffer-

entiated from supporting cells that had taken up EdU, similar to

the division of supporting cells stimulated by Wnt signaling (Shi

et al., 2013).

Hair cell regeneration was achieved in cochlear explants

treated with gentamicin, which causes hair cell death in the basal

portion of the organ of Corti, where transduction channels are

active in the neonate (Figures 7G–7I). Gentamicin caused exten-

sive hair cell death in the base of the cochlea, but after 3 days of

treatment with CVP, new Atoh1-nGFP hair cells appeared (Fig-

ures 7G and 7H). The number of hair cells was close to normal

after treatment and 7-fold greater than that observed for con-

trol-treated cochlea (Figure 7H). Supporting cells were EdU+,

indicating that supporting cell division was a part of the mecha-

nism for hair cell replacement (Figure 7I). Thus, the treatment

with CVP that expanded Lgr5+ cells from the cochlea after their

isolation and placement into a 3D culture was also able to

expand supporting cells in situ and force the generation of new

hair cells.

DISCUSSION

Lgr5+ stem cells have been identified in epithelial cells of a num-

ber of tissues, including the intestine, colon, stomach, and liver

(Barker et al., 2007; Koo and Clevers, 2014). Lgr5+ cells from

these tissues can be induced to form organoids when cultured

in the presence of Wnt pathway activators, including R-spondin

1, and contain a heterogeneous population of cells. Previously,

we identified Lgr5 as amarker for progenitor cells in the newborn

mouse cochlea (Chai et al., 2012; Shi et al., 2012, 2013). The cells

that expressed Lgr5 were supporting cells that surround the hair

cells of the cochlea. Similar to the Lgr5-expressing stem cells in

the gut, these cells wereWnt responsive and could be stimulated

to divide and differentiate to some extent by forced activation of

Wnt signaling (Shi et al., 2013), even though the postnatal

mammalian cochlea is normally quiescent. Further, although

these previous studies showed Wnt stimulation could induce di-

vision in Lgr5+ cells, the limited potential for propagation and

conversion to hair cells suggested that other pathways might

be required to increase the stem cell capacity of Lgr5+ cells in

the cochlea. Here, we show that Lgr5+ cells from the inner ear

can also be extensively expanded with a GSK3b inhibitor to acti-

vate the Wnt signaling pathway combined with an HDAC inhibi-

tor to activate Notch signaling. When provided with additional

cues, specifically, 2-phospho-L-ascorbic acid, which was previ-

ously shown to facilitate induced pluripotent stem cell (iPSC)

generation (Esteban et al., 2010), and the TGF-b inhibitor

616452, which regulates cell senescence (Hua and Thompson,

2001), neonatal cells could be passaged and clonal colonies of

adult murine, primate, and human progenitor cells could be

generated (Figures 6A, 6E, and 6F). Differentiating these cells

by simultaneously activating Wnt and inhibiting Notch enabled

conversion of progenitor cells into high purity populations of

hair cells. Moreover, treatment of cochlear tissue with small mol-

ecules to simultaneously activate Wnt and Notch led to upregu-

lation of Lgr5 in all supporting cells and increased numbers of

Lgr5+ cells and hair cells (Figure 7). The increase in hair cell num-

ber was achieved even in cochlear tissue that had been depleted

of hair cells by exposure to an aminoglycoside antibiotic. The ef-

fect of this drug combination on the cochlea suggests that

small molecules activating Wnt and Notch could be useful as a

therapeutic option to restore hair cells without loss of the sup-

porting cells, which are important for cochlear homeostasis

and mechanics.

In our previous work, we have shown that simultaneously

providing Wnt and Notch signaling synergistically maintains

self-renewal of Lgr5+ cells from the mouse small intestine, stom-

ach, colon, and human small intestine. The expanded Lgr5+ cells

could be used to generate mature intestinal epithelial cells,

including Paneth cells, goblet cells, and enterocytes (Yin et al.,

2014). Intestine, colon, stomach, and liver epithelia are actively

renewed or activated upon injury, whereas the cochlear cells

do not regenerate tissue spontaneously. However, like the

stem cells from the intestine (de Lau et al., 2011; Koo and

Figure 7. Increase in Hair Cell Numbers after Treatment of Cochlear Explants with GSK3b and HDAC Inhibitors

(A) Cells between the third Deiters and inner border cells (arrowhead) had increased Lgr5-GFP expression in a cochlea treated with CHIR, VPA, and pVc (CVP).

n = 9. Scale bar, 25 mm.

(B) Increased numbers of inner hair cells, outer hair cells, and total hair cells (IHCs, OHCs, and total HCs) were observed in treated as compared to control

cochleae by myosin VIIa (Myo VIIa) expression. n = 4 each. Error bars represent mean ± SD; ***p < 0.001.

(C) Control cochleae had typical Lgr5-GFP expression, one row of inner hair cells, and three rows of outer hair cells. n = 3. Scale bar, 15 mm.

(D) A cochlear epithelium had an increased number of hair cell after CVP treatment. n = 4. Scale bar, 15 mm.

(E) Treated cochlear explant (left) had extra hair cells. The new hair cells possessed microvillar bundles in an orthogonal view (right). Supporting cells remained

between new hair cells (arrowheads) as outlined by phalloidin staining. n = 5. Scale bars, 15 mm.

(F) Treated cochlear explant (top) showed supporting cells (Sox2+, arrowheads), hair cells (myosin VIIa+, asterisks), and EdU. Staining for EdU was visible in both

supporting cells and hair cells (orthogonal view; bottom). n = 3. Scale bar, 25 mm.

(G) A cochlea damaged by gentamicin following a 3-day treatment with CVP had an increased number of Atoh1+ cells in the inner and outer hair cell regions. n = 3

each. Scale bar, 25 mm.

(H) Treatment with CVP increased hair cell numbers after gentamicin exposure. Dashed line represents hair cell counts in a healthy mouse cochlea. n = 3 each.

Error bars represent mean ± SD. **p < 0.01.

(I) EdU incorporation into a gentamicin-treated cochlear explant (top) compared to a gentamicin and CVP-treated cochlear explant (bottom). EdU and CVP were

added at 16 hr. n = 4. Scale bars, 15 mm.
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Clevers, 2014), the Lgr5-expressing cells in the cochlea show

Wnt-dependent cell division (Shi et al., 2012). Wnt signaling

and Notch inhibition also stimulate Atoh1-dependent differentia-

tion to mature cells, similar to intestinal epithelium (Jacques

et al., 2012; Shi et al., 2012, 2014; Yang et al., 2001). Lgr5 is a

potentiator of the Wnt pathway through interaction with its

ligand, R-spondin, and is uniquely driven by Wnt signals (de

Lau et al., 2011; Koo and Clevers, 2014). R-spondin binding to

Lgr5, along withWnt binding to the Frizzled receptor, potentiates

Wnt activity by as much as 100-fold (de Lau et al., 2011). The up-

regulation of Lgr5 in organoids from the cochlea after treatment

with the GSK3b inhibitor was consistent with a role of Wnt

signaling upstream of Lgr5 (Barker et al., 2007). Expansion of

Lgr5+ intestinal cells is dependent on Notch (van Es et al.,

2005), which also expands progenitor cells in the cochlea

(Jeon et al., 2011; Kelley, 2006; Pan et al., 2013b; Shi et al.,

2010, 2014). In both the intestine and the cochlea, Notch plays

a dual role, requiring cell-specific downregulation to establish

the fate of supporting cells and hair cells in the patterning of

the mature organ (Yamamoto et al., 2011). Wnts are released

in response to injury, and this comprises one of the mechanisms

through which stem cells may be activated in tissue repair (Liu

et al., 2013; Whyte et al., 2012). Wnt signaling also stimulated

the growth of Lgr5+ cells from the pancreas, which like the co-

chlea is a non-regenerative tissue (Huch et al., 2013). This study

shows the generation of Lgr5+ organoids from non-endodermal

epithelium. In the CNS, where a similar restricted role of stem

cells has been noted, the stem cell compartments are Wnt

dependent (Hochedlinger et al., 2005; Seib et al., 2013), and

Wnt activity and responsiveness have been used to identify

stem cell compartments (Denayer et al., 2008; Hochedlinger

et al., 2005; Seib et al., 2013). These pathways provided a basis

for the approach studied here for expanding Lgr5-expressing

cells from the cochlea.

Although we have shown that inner ear cells could be isolated

and cultured under neurosphere conditions and differentiated

into hair cells and neural cells (Li et al., 2003; Martinez-Monedero

et al., 2008; Oshima et al., 2007), the overall yield of hair cells was

low. Since only a few thousand hair cells exist in the healthy adult

mammalian cochlea and since the tissue is difficult to obtain and

harvest from humans, a readily available source of bona fide hair

cells would represent a major advance that would enable phys-

iological studies as well as genetic screens using drugs, small

interfering RNA (siRNA), or gene overexpression. Here, we

demonstrated that Lgr5+ supporting cells from neonatal and

adult cochlea responded to the protocols using Wnt stimulation

and HDAC inhibition, giving rise to colonies with a high capacity

for mature tissue cell differentiation. While the extent of expan-

sion of Lgr5+ cells from adult mouse tissue was less than that

from neonatal cells, the normally quiescent supporting cells

from the adult mouse, rhesus, and human inner ear responded

to the small-molecule cocktail used on neonatal tissue. Howev-

er, additional molecules will likely be required to enhance the

expansion of Lgr5+ cells from the adult cochlea. Importantly,

hair cells produced from the protocols described here typify

cochlear hair cells in both morphology and gene expression

and possess key components necessary for proper function

and communication with neurons. These hair cells possess ster-

eociliary bundles that express transduction-associated genes

(cadherin 23, protocadherin 15, myosin Ic, and transmembrane

channel1), synaptic and neurotransmitter genes (CaV1.3, ribeye,

a9-acetylcholine receptor, vesicular glutamate transporter 3,

and oncomodulin), and other genes required for inner (vesicular

glutamate transporter 3) and outer (prestin) hair cell function. We

anticipate that Lgr5+ cells will need to be therapeutically tar-

geted in situ to stimulate functional regeneration of hair cells,

because cochlear mechanics rely on the precise anatomy of

the organ and are unlikely to be recreated by disruptive cell

transplantation approaches; thus, our identification of small mol-

ecules that can expand these cells is of particular significance.

To date, difficulty in generating large numbers of primary hair

cell progenitors has limited genetic and physiological studies

for advancement of potential therapies. The small-molecule

and growth factor cocktails used here enable the clonal expan-

sion of Lgr5+ cells from mammalian cochlea and generation of

sensory hair cells that will be useful for biological studies and

will serve to generate a source of cells for both drug and genetic

screens. Further, this work suggests that a small-molecule

approach to activate Wnt and Notch could be a viable therapeu-

tic route to restore hair cells.

EXPERIMENTAL PROCEDURES

Mouse Strains

Lgr5-EGFP-IRES-Cre-ER mice (The Jackson Laboratory, strain 8875) (Barker

et al., 2007) were used to analyze the effects of small molecules on cochlear

stem cell expansion. The samemice were crossedwith Rosa26-td-Tomato re-

porter mice (The Jackson Laboratory, strain 7909) (Madisen et al., 2010) to

create a mouse line that enabled lineage tracing of the cells that resulted

from differentiated Lgr5-expressing cells. Atoh1-nGFP mice (Lumpkin et al.,

2003) (provided by Dr. Jane Johnson) were used to identify differentiated

hair cells.

Isolation of Stem Cells from the Inner Ear

All animal studies were conducted under an approved institutional protocol ac-

cording to National Institutes of Health guidelines. For experiments with

neonatal mice (postnatal days 1–3), the cochleae were dissected in Hank’s

balanced salt solution (HBSS), and the organ of Corti (sensory epithelium)

was separated from the stria vascularis (ion transport epithelium) and themod-

iolus (nerve tissue). The organs of Corti were then treated with Cell Recovery

Solution (Corning) for 1 hr to separate cochlear epithelium from the underlying

mesenchyme. Epitheliawere thencollected and treatedwith TrypLE (Life Tech-

nologies) for 15–20min at 37�C. Single cells obtained bymechanical trituration

were filtered (40mm)andsuspended in aMatrigel (Corning) dome for 3Dculture.

Laminin (0.015 mg/mL) was added to the Matrigel where indicated. For adult

tissue, the stria vascularis was removed, but the epithelium was not removed

from the underlying mesenchyme due to the limited amount of intact cochlea

that could be extracted. Rhesus macaque tissue was acquired from the New

England Primate Research Center. Temporal bones from adult rhesus ma-

caques were dissected to obtain the inner ear and micro-dissected to remove

bone, debris, and nerve tissue. The tissue was then processed and treated

identically to themouse cells tomake a 3D culture of single cells. Human tissue

was acquired after surgical removal in accordance with the policy of the Mass

Eye and Ear Institutional Review Board for research use of discarded tissue.

The tissue was then microdissected to isolate the sensory epithelium.

Expansion of Lgr5+ Cells

Cells were cultured in a 3D system and bathed in a serum free 1:1 mixture of

DMEM and F12, supplemented with Glutamax (GIBCO), N2, B27 (Invitrogen),

EGF (50 ng/mL; Chemicon), bFGF (50 ng/mL; Chemicon), IGF-1 (50 ng/mL;

Chemicon), and small molecules, including CHIR99021 (3 mM), VPA (1 mM),
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pVc (100 mg/mL), and 616452 (2 mM) (Table S1). Media were changed every

other day. 4-Hydroxytamoxifen (20 ng/mL) was added to cultures on day

0 for lineage tracing studies.

Differentiation of Lgr5+ Progenitor Cells

To differentiate stem cell colonies, the expansionmedia was removed and col-

onies remained in 3D culture. A serum-free 1:1mixture of DMEMand F12, sup-

plemented with Glutamax (GIBCO), N2, and B27, (Invitrogen) was added with

various combinations of drugs or growth factors, as indicated in Figure 2.

Small molecules were added to the culture to test their effect on differentiation.

The optimal differentiation conditions included CHIR99021 (3 mM) and

LY411575 (5 mM).

Quantification of Cells In Vitro

Lgr5+ cells were quantified after 10 days in culture in multiple conditions. Cell

colonies were dissociated into single cells using TrypLE (GIBCO). Cell count-

ing was performed with a hemocytometer. The cells were then stained with

propidium iodide (PI) and analyzed using a flow cytometer for Lgr5-GFP

expression. The number of GFP+ cells was calculated by multiplying the total

number of cells by the percentage of GFP+ cells. Tukey’s post hoc test was

used to analyze Lgr5-GFP expansion conditions.

To quantify hair cell production, cochlear epithelial cells were isolated as

described above and seeded at one cochlea per well of a 24-well plate. This

corresponded to a seeding density that was �130,000 viable cells/mL, or

3,900 viable cells/well, which was determined using a hemocytometer and

counting DAPI+ and DAPI� cells. More specifically, seeding at one cochlea

per well corresponded to an Lgr5-GFP cell density of 23,750 cells/mL (710

cells/well) and an Atoh1-nGFP+ cell density of 740 cells/mL (20 cells/well).

Atoh1-nGFP+ cells were quantified at day 0 and day 10 of differentiation

treatment to determine the number of Atoh1+ cells. Cell colonies were incu-

bated in Cell Recovery Solution (Corning) to release the colonies fromMatrigel

and dissociated into single cells using TrypLE. The total number and percent-

age of GFP+ cells were quantified using fluorescence-activated cell sorting

(FACS) of multiple culture conditions. ANOVA was used to compare means

across conditions, and the two-tailed Student’s t test was used to compare

each condition to the treatment with the highest yield.

Cochlear Explant Studies

Cochleae were isolated from 2-day-old Lgr5-GFP or Atoh1-nGFP mice and

transferred to HBSS (Invitrogen). The organ of Corti was isolated from the

otic capsule, and the nerve tissue and stria vascularis were removed. The

basal hook portion of the organ of Corti was removed to allow for optimal

plating of the organ. The organ of Corti was plated on a glass coverslip that

had been coated with a 1:10 mixture of serum-free 1:1 DMEM/F12 and Matri-

gel to promote attachment to the coverslip. One cochlea from each animal

served as a control, and the other was treated. Cochlear explants were

cultured in a serum-free 1:1 mixture of DMEM and F12, supplemented with

Glutamax, N2, and B27. For the treated cochlea, small molecules were added

to this culture medium without growth factors present, while the control co-

chlea was bathed in culture media with DMSO at the same concentration

(0.03%–0.13%) used in the treatments.

The number of cells expressing a hair cell protein within a 200-mm segment

of the midbasal region of the cochlea was counted. The organs were treated

with small molecules for 3 days. Lgr5-GFP cochlea and myosin VIIa staining

were used for analysis of the undamaged cochlea.

To test hair cell generation after ablation, cochlear explants were prepared

as described above using cochlear tissue isolated from Atoh1-nGFPmice. 1 hr

after dissection, the organ of Corti explants were treated with 50 mM genta-

micin (Sigma) for 16 hr to ablate hair cells as described previously (Bramhall

et al., 2014). The organs were then treated for 3 days under control conditions

that contained no growth factors or small molecules or with the small mole-

cules used in our proliferation conditions. Atoh1-nGFP cells were counted in

the basal portion of the cochlea using a 200-mm window.

Immunohistochemistry

Colonies or cochlear explants were fixed at room temperature in 4% parafor-

maldehyde/PBS for 15–20 min and then washed in PBS. Permeabilization of

the cellular membrane (0.3% Triton X-100) was followed by blocking solution

(15% heat inactivated donkey serum in PBS for 1 hr). Diluted primary antibody

(0.1% Triton X-100 and 10% heat inactivated donkey serum in PBS) was

applied for 4 hr at room temperature or overnight at 4�C. Primary antibody di-

lutions are listed in Table S2. Secondary antibodies (Alexa 488, Alexa Fluor

568, and Alexa Fluor 647 conjugated; Invitrogen) were used at 1:500 dilutions.

Nuclei were visualized with DAPI (Vector Laboratories).

EdU studies were performed using the Click-iT EdU imaging kit (Thermo

Fisher Scientific). For Lgr5+ cell proliferation studies, EdU (5 mM) was pulsed

for 1.5 hr, and the cultures were washed and stained immediately after expo-

sure. To test proliferation of hair cells, EdU was added 1 day after initial LYC

exposure, and cultures were stained after 10 days. Explant cultures were

exposed to EdU together with the expansion conditions for a total of 3 days.

For transduction assays, 5 mM FM1-43X (Invitrogen) was administered to

cells for 30 s and then washed three times in 13 HBSS prior to fixation and

further staining. Staining was visualized with confocal microscopy (TCD,

Leica).

RNA Extraction and Real-Time qPCR

Colonies of expanded and differentiated cells were treated for 45–60 min with

Cell Recovery Solution (Corning) to extract the cells from Matrigel and subse-

quently frozen in RLT buffer. RNA was extracted using the RNeasy Micro Kit

(QIAGEN), and cDNA was generated using ImProm-II Reverse Transcription

Kit (Promega). SYBR green real-time qPCR was performed in duplicates using

SYBR Select Master Mix (Applied Biosystems) on a StepOne Real-Time PCR

machine (Applied Biosystems). Specific primers were designed for all genes

with mouse Gapdh as reference standard. A list of primers can be found in Ta-

ble S3. The Student’s t test was used for analysis of gene expression, and at

least five biologically distinct samples were analyzed for each condition.

Statistical Analysis

Results are reported as mean ± SD, where n represents the number of inde-

pendent experiments conducted in the same manner. For quantification of

cells in vitro, ANOVA and Tukey’s post hoc tests were used to compare means

across conditions, while the two-tailed Student’s t test was used to compare

each condition to the treatment with the highest yield. The Student’s t test was

also used to compare hair cell counts from control and treated cochlear ex-

plants and to analyze gene expression levels at the beginning and end of

in vitro differentiation. A p value < 0.05 was considered significant.
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SUMMARY

Microglia, the tissue-resident macrophages in the
brain, are damage sensors that react to nearly any
perturbation, including neurodegenerative diseases
such as Alzheimer’s disease (AD). Here, using sin-
gle-cell RNA sequencing, we determined the tran-
scriptome of more than 1,600 individual microglia
cells isolated from the hippocampus of a mouse
model of severe neurodegeneration with AD-like
phenotypes and of control mice at multiple time
points during progression of neurodegeneration. In
this neurodegeneration model, we discovered two
molecularly distinct reactive microglia phenotypes
that are typified by modules of co-regulated type I
and type II interferon response genes, respectively.
Furthermore, our work identified previously unob-
served heterogeneity in the response of microglia
to neurodegeneration, discovered disease stage-
specific microglia cell states, revealed the trajectory
of cellular reprogramming of microglia in response to
neurodegeneration, and uncovered the underlying
transcriptional programs.

INTRODUCTION

Microglia are tissue-resident macrophages in the brain and spi-

nal cord (Prinz and Priller, 2014). They clear apoptotic cells and

are involved in both the elimination and maintenance of synap-

ses for proper neural circuit wiring (Aguzzi et al., 2013). As the

damage sensors for the CNS, microglia have been found to

respond to nearly any CNS perturbation (Fourgeaud et al.,

2016). Indeed, a growing body of evidence based on genome-

wide association studies, transcriptomic, and epigenomic ana-

lyses, as well as experimental evidence in mouse models, impli-

cates immunological mechanisms and their cellular component,

microglia, in the pathogenesis of Alzheimer’s disease (AD) (Gjo-

neska et al., 2015; Mosher and Wyss-Coray, 2014; Neumann

and Daly, 2013; Wang et al., 2015; Zhang et al., 2013). In brain

tissue taken at autopsy from individuals with AD, microglia sur-

round Ab plaques, and their altered morphology indicates that

these cells are responding to challenge (Bouvier et al., 2016;

Heppner et al., 2015).

However, much remains to be learned about the molecular

changes underlying the response of microglia in the AD brain.

In particular, the signal that triggers the initial microglial response

in the brain undergoing neurodegeneration remains to be deter-

mined. Genome-wide transcriptional profiling in microglia has

revealed widespread changes in gene expression in mouse

models of AD (Orre et al., 2014; Wang et al., 2015). However,

ensemble-based approaches that measure gene expression

from bulk populations of microglia cells in AD brains can only

report population averages that may not reflect the response of

individual cells or reveal cell subsets. Furthermore, these studies

characterized the reactive microglia phenotype at only one time

point, late in the progression of neurodegeneration. Therefore,

it remains to be determined how the transcriptional programs in

microglia cells changeover timeas they transition from their initial

homeostatic state in the healthy brain to the reactive phenotypes

seen in the neurodegenerating brain. Because the microglia

phenotype may change drastically over the course of neurode-

generation, tracking with a fine temporal resolution is needed to

capture the full spectrum of microglia cell states.

Here, we use single-cell RNA sequencing to examine the

phenotypic heterogeneity of microglial cells in the healthy brain

and in a mouse model of severe neurodegeneration with AD-

like phenotypes. We identified multiple disease stage-specific

microglia cell states that are almost exclusively observed in the

diseased but not in the healthy brain. We delineate early- versus

late-response gene modules and find that microglia proliferation

is an early response to neuronal insult. We further identify two

distinct reactive microglia phenotypes that arise at a later

stage of neurodegeneration and are typified by modules of

co-regulated type I and type II interferon response genes,
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respectively. Our work identifies previously unobserved hetero-

geneity in the response of microglia to neurodegeneration, dis-

covers microglia cell states, reveals the trajectory of cellular

reprogramming of microglia in response to neurodegeneration,

and uncovers the underlying transcriptional programs.

RESULTS

RNA Sequencing Profiling of Single Microglial Cells
Isolated from the Hippocampus
To determine the phenotypic heterogeneity and the transcrip-

tional dynamics of microglia cells during the progression of neu-

rodegeneration, we used the CK-p25 inducible mouse model of

severe neurodegeneration. In CK-p25 mice, the expression of

p25, the calpain cleavage product of Cdk5 activator p35, is un-

der the control of the CamKII promoter and can be switched on

by withdrawing doxycycline from the animal’s diet (Cruz et al.,

2003; Cruz and Tsai, 2004; Fischer et al., 2005; Patrick et al.,

1999). Although the CK-p25 model is not based on any genetic

mutations associated with familial AD, it develops many aspects

of AD-like pathology. A recent study reported that transcrip-

tional profiles from CK-p25 mice and 5XFAD mice, a commonly

used ADmouse model, showmoderate but similar concordance

with human AD brain signatures (Hargis and Blalock, 2017).

Neurodegeneration in CK-p25 mice occurs in a temporally com-

pressed but highly predictable manner (Cruz et al., 2003, 2006;

Fischer et al., 2005). At 2 weeks after p25 induction, CK-p25

mice exhibit DNA damage and increased amyloid-b levels, fol-

lowed by progressive neuronal and synaptic loss with cognitive

impairment, which is severe by 6 weeks of p25 induction (Cruz

et al., 2003, 2006; Fischer et al., 2005; Kim et al., 2008). Addi-

tional AD-like phenotypes found in 6-week induced CK-p25

mice include forebrain atrophy, astrogliosis, aberrant APP pro-

cessing, and hyperphosphorylation of tau (Cruz et al., 2003,

2006). CK-p25 mice also display neurofibrillary tangle-like pa-

thology after 27 weeks of p25 induction (Cruz et al., 2003).

Importantly, as the p25 transgene is strictly expressed only in

excitatory neurons (Figures S1A–S1D), this model permits us

to examine the microglial response to neuronal cell death. We

isolated cells expressing the microglia markers CD11b and

CD45 from the hippocampus of three to four CK-p25 mice

and three CK control littermates at each of the following four

time points during the progression of neurodegeneration: before

p25 induction and 1, 2, and 6 weeks after p25 induction (hence-

forth abbreviated as 0wk, 1wk, 2wk, and 6wk, respectively) (Fig-

ure 1A; Table S1). Individual CD11b-positive and CD45-positive

microglial cells were sorted directly into RNA lysis buffer in 96-

well plates using fluorescence-activated cell sorting (FACS)

(Figure S2). To verify that our sorting protocol resulted in single

cells in each well, we mixed microglia cells from two individually

distinguishable mouse strains (wild-type and a Cx3cr1-

knockout strain expressing TdTomato in microglia) and sorted

single cells into the wells of a 96-well plate. We then measured

the level of Cx3cr1 and TdTomato mRNA in each well using

qPCR. In the large majority of wells, we detected either

Cx3cr1 or TdTomato—but not both—mRNA species, confirm-

ing that the large majority of wells contained a single cell (Fig-

ures S1E–S1G). We prepared a total of 2,183 single-cell RNA

sequencing libraries using a modified version of the Smart-

Seq2 protocol (Picelli et al., 2014) and sequenced the libraries

to a depth of 251,353 (median) mapped reads per cell. The

average expression profile across single cells and the matching

population profile were tightly correlated (Figures 1B and S1H),

with an average Pearson product-moment correlation coeffi-

cient (r = 0.86) comparable with that observed in previous

studies (Gaublomme et al., 2015; Shalek et al., 2014). We

removed 498 cells on the basis of quality metrics (see Experi-

mental Procedures), retaining 1,685 cells for further analyses.

To verify that the cells isolated were indeed microglia cells, we

compared the average expression profile of cells isolated from

CK control mice with previously published expression profiles

of specific brain cell types and with the expression profiles of

monocytes and tissue-resident macrophages (Zhang et al.,

2014; Lavin et al., 2014). We found that the average expression

profile of cells isolated from CK control mice clustered with pre-

viously published microglia profiles (Figures S1I and S1J). Com-

parison with the set of 86 microglia signature genes defined by

Butovsky et al. (2014), showed that microglial marker genes

(including Csf1r, Tmem119, P2ry12, Hexb, and Sall1) were ex-

pressed at a relatively uniform level in the large majority of cells.

In contrast, marker genes of peripheral immune cells (Cdc20,

Ccr2, Cd163, and Ly6c1), and natural killer cell and T cell signa-

ture genes (including Zap70, Skap1, and Cd247) (Bezman et al.,

2012) were expressed in only a small subset of the cells (Figures

1C and S1K).

Non-linear Dimensionality Reduction Reveals Multiple
Distinct and Disease Stage-Specific Microglia Cell
States
We analyzed 1,685 transcriptomes of single cells expressing the

microglia markers CD11b and CD45, isolated from the hippo-

campus of 0wk, 1wk, 2wk, and 6wk CK-p25 and CK control lit-

termates. Non-linear dimensionality reduction with t-distributed

stochastic neighbor embedding (t-SNE) followed by density

clustering revealed multiple distinct cell populations (Figure 2A)

(van der Maaten and Hinton, 2008). Cluster 2 predominantly

contained cells isolated from the CK control and 0wk CK-p25

mice (Figures 2B and 2C). Clusters 3 and 7 mainly contained

cells isolated from 1wk CK-p25 mice, and cluster 6 was

composed almost exclusively of cells isolated from 2wk and

6wk CK-p25 mice (Figures 2B and 2C). The large majority of

cells isolated from the CK control mice at all four time points

and from 0wk CK-p25 grouped together in cluster 2 (Figures

2B–2D). Cells isolated from 1wk CK-p25 mice were found in

cluster 2 (42%), cluster 3 (44%), and cluster 7 (10%) (Figures

2C and 2D). By contrast, the large majority of cells isolated

from 2wk (79%) and 6wk (86%) CK-p25 mice grouped together

in cluster 6 (Figures 2C and 2D). We obtained similar results after

using a normalization technique to reduce the effects of con-

founders (Gaublomme et al., 2015) (Figures S3A and S3B),

when we used a different RNA sequencing transcript quantifica-

tion program, RSEM (Figures S3C and S3D), and when we used

the GENECODE release M9 gene annotation (data not shown).

We saw a similar disease stage-specific response of microglia

to neurodegeneration using linear dimensionality reduction

(data not shown) and found comparable results using the Single
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Cell Consensus Clustering (SC3) algorithm as an alternative

approach to partitioning cellular subpopulations (Kiselev et al.,

2016) (Figures S3E and S3F). Thus, our analysis revealed multi-

ple microglia cell states in the progression of neurodegeneration

that clustered separately frommost of the cells isolated from the

healthy brain (homeostatic microglia): an early-response state

composed mainly of cells from 1wk CK-p25 mice and a late-

response state composed of the large majority of cells isolated

from 2wk and 6wk CK-p25 mice.

The t-SNE analysis also revealed clusters 4 and 5 (Fig-

ure 2A), which contained only a small number of cells

(9 and 21 cells, respectively) and expressed peripheral im-

mune cell marker genes at higher levels relative to all other

clusters, suggesting that they represent bone marrow-derived

peripheral immune cells (Table S2). Cluster 8 (Figure 2A)

contained cells that came exclusively from one out of

three biological replicates (Table S3), indicating that it likely

resulted from technical confounders and this cluster was
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Figure 1. Single-Cell RNA Sequencing of Microglia Cells Isolated from the Hippocampus of CK-p25 Mice and CK Control Littermates

(A) Workflow diagram for single-cell RNA sequencing of microglia cells isolated from the hippocampus of CK-p25mice and CK control littermates at four different

time points after p25 induction.

(B) Quality of single-cell RNA sequencing. Scatterplots compare transcript expression (log10[FPKM+1]) between the average of 95 single-cells and a bulk

population of 200 cells. The data from four representative animals are shown.

(C) Heatmap showing the expression level of 86 microglia signature genes (yellow), genes preferentially expressed in peripheral immune cells (black), and natural

killer cell and T cell signature genes (green) across the 1,685 CD11b- and CD45-positive cells analyzed in this study.
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Figure 2. Non-linear Dimensionality Reduction

Reveals Multiple Distinct and Disease Stage-

Specific Microglia Cell States

(A) Clustering of 1,685 CD11b and CD45 double-

positive cells isolated from the hippocampus into

eight populations. The t-SNE plot shows a two-

dimensional representation of global gene expression

profile relationships among 1,685 cells.

(B) Pie charts showing the composition of some of the

clusters identified in (A).

(C) Pie charts showing the distribution of each group

of cells indicated across the clusters identified in (A)

(excluding cluster 8). Cells are grouped by genotype

and time point.

(D) t-SNE plots as shown in (A). Cells isolated fromCK

control mice (at all four time points) and cells fromCK-

p25 mice 1, 2, and 6 weeks after p25 induction (0wk,

1wk, 2wk, and 6wk, respectively) are highlighted in

red in individual panels.
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therefore excluded from further analyses (see Experimental

Procedures).

Single-Cell Differential Expression Analysis Reveals
Hundreds of Genes Regulated during Cellular
Reprogramming of Microglia in Response to
Neurodegeneration
Wenext examined howmicroglia respond over time in the neuro-

degenerating brain environment by comparing homeostatic mi-

croglia (cluster 2) with early-response state (clusters 3 and 7)

versus late-response state microglia (cluster 6). We used the sin-

gle-cell differential expression (SCDE) software package

(Kharchenko et al., 2014) to reveal hundreds of significantly up-

and downregulated genes in the early and late-response micro-

glia cell states, compared with homeostatic microglia (Figures

S4A–S4C; Table S4). All future references to up- and downregu-

lated gene expression refer to comparison with homeostatic mi-

croglia cluster 2. Gene Ontology (GO) term enrichment analysis

revealed that cell cycle genes and genes involved in DNA repli-

cation and repair were over-represented among the genes upre-

gulated in the early-response cluster 3 (Figures 3A and 3D). Cell

cycle-related genes were also found to be upregulated in the

early-response cluster 7. The top five GO terms enriched among

the genes upregulated in cluster 7 were all related to cell division

(Figures 3B and 3E). Plotting the average expression of G1/S and

G2/M genes (Tirosh et al., 2016) revealed an approximate circle

(Figure S4D), presumably reflecting progression along the cell

cycle. Cells from Cluster 3 and Cluster 7 were separated by

G1/S and G2/M phase scores, indicating they are in different

phases of the cell cycle (Figure S4D). To measure the prolifera-

tive activity of microglia, we injected CK and CK-p25 mice with

the thymidine analog, 5-ethynyl-20-deoxyuridine (EdU), every

second day during the first 2 weeks after p25 induction. Fluores-

cent labeling of EdU followed by flow cytometry analysis using

the microglia markers CD11b and CD45 revealed that 3% of

the microglia from CK control mice had incorporated EdU, in

contrast to the significantly larger fraction (22%) seen in CK-

p25 mice (Figure S4E). To test whether this increased prolifera-

tive activity is reflected in higher microglia density, we performed

immunostaining of hippocampal sections and imaged across the

major subregions in CK and CK-p25 mice. In 1wk CK-p25 mice,

we observed that the density of Iba1-positive microglia was un-

changed in the CA1 subregion (Figure S4F) but already signifi-

cantly increased in CA3 (Figure S4G) and dentate gyrus (Figures

S4H and S4K). In 2wk and 6wk CK-p25 mice, microglia density

was significantly increased in all three hippocampal subregions

examined (Figures S4F–S4K). These findings are consistent

with our analysis of single-cell RNA sequencing (Figures 3A,

3B, 3D, and 3E) and EdU incorporation data (Figure S4E), indi-

cating that hippocampal microglia show increased proliferation

early in the response to neurodegeneration.

Among the genes upregulated in the late-response cluster 6,

wedidnot seecell cyclegenesbut rather sawover-representation

of immune response-related genes instead (Figure 3C). The

top five GO terms included immune system process, defense

response to virus, and innate immune response (Figures 3C and

3F). The list of genes included those encoding major histocom-

patibility complex (MHC) class 1 (H2-D1, H2-Q5) and class II

(H2-Aa, H2-Ab1, Cd74) components. We also identified many

interferon response genes (Ifitm3, Irf7) and genes associated

with the GO term ‘‘defense response to virus’’ (Oas1a, Rsad2,

Zbp1). Bindingmotifs of the interferon-regulatory factor (IRF) fam-

ily were significantly enriched within a 1 kb window around the

transcription start site of genes upregulated in cluster 6, providing

further evidence for an enrichment of interferon response-related

genes in late-response state microglia (Table S5). Overall, these

data indicate that microglia mount a pronounced immune

response during the later stages of neurodegeneration.

Temporally Distinct Transcriptional Dynamics among
Immune Response-Related Genes during Microglia
Activation
To further dissect the gene expression changes underlying

cellular reprogramming of microglia, we analyzed the pairwise

correlations between the expression levels of upregulated genes

(see Experimental Procedures). Hierarchical clustering of the re-

sulting correlation matrix of genes upregulated in the early-

response cluster 3 cells revealed at least two major modules of

co-regulated genes (Figure S5A). GO term enrichment analysis

suggested that these twomodules contained functionally distinct

sets of genes. Whereas genes related to translation, metabolic

processes, and immune response were over-represented in

module 1, genes involved in cell cycle and DNA metabolic pro-

cesseswere over-represented inmodule 2 (Figure S5B). A similar

separation into two functionally distinct modules was observed

for the genes upregulated in the early-response cluster 7 (Fig-

ure S5C). Genes involved in cell cycle andmitosis were over-rep-

resented in module 1, while genes with a role in the immune

response and metabolic processes were over-represented in

module 2 (Figure S5D). Modules of co-regulated genes upregu-

lated in the late-response cluster 6 also contained functionally

distinct sets of genes (Figure S5E). Whereas genes involved in

the immune response were over-represented inmodule 1, genes

related to translation and metabolic processes were over-repre-

sented in module 2 (Figure S5F). Thus, this analysis identified

functionally distinct modules of co-regulated genes in microglia

responding to neurodegeneration. Interestingly, the GO terms

enriched among module 1 genes upregulated in cluster 3 were

also found to be themost highly enriched among the genes upre-

gulated in cluster 6. Indeed, 199 of the 255module 1 genes upre-

gulated in cluster 3were also found to be upregulated in cluster 6,

indicating a partial overlap in the gene expression signatures that

distinguish cells of the early and the late-response cluster from

cells in the healthy brain (data not shown).

To more precisely examine the relationship between the early

and late response of microglia cells, we next focused only on

cluster 3 cells that were isolated from 1wk CK-p25 mice (Fig-

ure 2D). We found that a substantial fraction (191) of the genes

significantly upregulated in late-response cluster 6 cells were

also significantly upregulated (with a certainty of 95%) in CK-

p25 microglia after only 1 week of p25 induction (Figure 4A). Of

the twoearly-response clusters, we focused our analysis on clus-

ter 3 because of relatively higher cell numbers, but a similar over-

lap ingene expression signatures couldbe seen in cluster 7, as 38

of the57module2genesupregulated inCluster 7werealso found

to be upregulated in cluster 6 (data not shown). When we plotted
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the fold change of gene expression in 1wk CK-p25 cluster 3

versus the fold change of gene expression in late-response clus-

ter 6, we found roughly two groups of differentially expressed

genes: one in which the early and late expression changes

appeared to be correlated and a second group that was exclu-

sively upregulated only in late-response microglia but not in
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Figure 3. Single-Cell Differential Expression Analysis Reveals Hundreds of Genes Regulated during Cellular Reprogramming of Microglia in

Response to Neurodegeneration

(A–C) Bar plots showing the top 5Gene Ontology (GO) terms (biological processes) associated with genes upregulated in (A) cluster 3 comparedwith cluster 2, (B)

cluster 7 compared with cluster 2, and (C) cluster 6 compared with cluster 2.

(D and E) Bar graphs showing the fold change in gene expression of the top upregulated genes associated with the top 10 GO terms in cells of cluster 3 (D) and

cluster 7 (E) compared with cells of cluster 2.

(F) Bar graph showing the fold change in gene expression of selected genes associated with the top 10 GO terms in cells of cluster 6 compared with cells of

cluster 2.

For all panels, error bars show the 95% confidence interval.
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Figure 4. Temporally Distinct Transcriptional Dynamics

among Immune Response-Related Genes during Micro-

glia Activation

(A) Scatterplot comparing the fold change in gene expression in

early- and late-response microglia for genes significantly differ-

entially expressed. The genes significantly upregulated (with a

certainty of 95%) in early- and late-response microglia are shown

in orange. All other genes are shown in blue. Definition of early-

response microglia: cells of cluster 3 that were isolated from CK-

p25 mice 1 week after p25 induction (1wk CK-p25). Definition of

late-response microglia: cells of cluster 6.

(B and C) t-SNE plots as shown in Figure 2A. Selected genes

showing early and consistent upregulation (B) and selected genes

exclusively upregulated in the late-response cluster 6 (C) are

shown. Data points are colored by the expression levels of the

genes indicated.
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early-response microglia (Figure 4A). Among the set of 191 early

and consistently upregulated genes, 38 genes were significantly

upregulated with a more stringent cutoff (p < 0.001) in cells of the

early-response cluster 3 (data not shown). This latter set included

genes encoding lysosomal cysteine proteases (Ctsb, Ctsz),

the cysteine protease inhibitor Cst7, the inflammatory cytokine

Mif, chemokines (Ccl12, Ccl3, Ccl4, Cxcl16), other immune

response-related genes (Tlr2, Lilrb4), and genes involved in

glycolysis (Pkm, Pgk1, Gapdh, Pgam1). These genes were also

significantly upregulated (with a certainty of 95%) in themicroglia

of the early-response cluster 7 (Table S4). The set of genes that

was exclusively upregulated during the later stages of neurode-

generation included many genes we had identified to be more

than 10-fold upregulated in the cells of cluster 6, including com-

plement components (C3, C4b, and Cfb), MHC class 1 (H2-D1,

H2-Q4, H2-Q5) and class II (H2-Aa, H2-Ab1, Cd74) components,

genes involved in the interferon response (Ifitm3, Irf7) and genes

associated with the GO term ‘‘defense response to virus’’

(OaS1a, Rsad2, Zbp1). Overall, our analysis revealed a dichot-

omy in the transcriptional dynamics among genes significantly

upregulated in late-responsemicroglia andpoint to thepossibility

that the early-response cluster represents a transient, intermedi-

ate activation state of microglia.

Next, we explored the transcriptional dynamics of these genes

during the time course of neurodegeneration in individual micro-

glia. This analysis provided evidence that a subset of immune

response-related genes in late-response cluster 6, including

chemokines Ccl3, Ccl4, and Cxcl16 and inflammatory cytokine

Mif, were already upregulated in a subset of microglia 1 week

after p25 induction (Figure 4B). In contrast, the expression of

other immune-related genes, such as H2-D1, Axl, Apoe, and

Lgals3bp, was increased in the majority of cells of the late-

response cluster 6 but not in 1wk CK-p25 Cluster 3 cells (Fig-

ure 4C). In summary, our analysis of transcriptional dynamics

during disease progression uncovered temporally distinct sub-

sets of immune response-related genes during microglia activa-

tion in a neurodegenerative context.

Heterogeneous Late Response of Microglia to
Neurodegeneration Is Typified by Different Modules of
Co-regulated Genes
We next focused solely on the transcriptional dynamics in late-

response microglia and discovered small subsets of single cells

characterized by upregulation of specific gene sets, such as

antiviral and interferon response genes (Figure 5A) and compo-

nents of the MHC class II pathway (Figure 5B). To quantify the

activation of these two gene sets within individual cells, we

computed a module score as previously described (Shalek

et al., 2014; see Experimental Procedures). We computed the

module scores for a set of 132 co-regulated antiviral and inter-

feron response genes. Most 2wk and 6wk CK-p25 microglia

showed activation of the antiviral and interferon response

gene expression module (Figures 6A and 6C). However, there

was substantial variation across individual cells, with a small

subset of cells exhibiting a fold induction module score that

was at least an order of magnitude higher than the average (Fig-

ures 6A and 6C). We also computed the module scores for the

four genes encoding components of MHC class II. Whereas

some 2wk and 6wk CK-p25 microglia showed no detectable

activation of the MHC class II module, other cells exhibited a

fold induction value at least an order of magnitude higher than

the average (Figures 6B and 6D). In contrast to the variability

seen in antiviral and interferon response genes and MHC class

II components, the induction scores of another module of co-

regulated genes, containing mainly ribosomal protein-encoding

genes exhibited a much narrower distribution (Figure 6E). More-

over, for the MHC class II components, although the expression

of these genes was highly variable between cells, it was tightly

correlated within individual cells and the expression of the

MHC class II-related gene CD74 was not correlated with the

expression of the housekeeping genes Actb, Gapdh, and

Rpl13 (Figure 5C). These observations indicate that the exten-

sive variability in the expression of MHC class II components

measured across cells reflects true biological differences, rather

than technical noise inherent to single-cell RNA sequencing ex-

periments. There was no correlation observed between the in-

duction of the antiviral and interferon response module and

the MHC class II module, indicating that the cells expressing

high levels of antiviral and interferon response genes and the

cells expressing high levels of MHC class II genes are not

necessarily identical (Figure 6F). Thus, these data indicate that

there are at least two distinct reactive microglia phenotypes in

neurodegeneration.

To corroborate the observed heterogeneity among microglia

with an alternative approach, we performed immunostaining of

hippocampal sections from CK and CK-p25 mice. To examine

the expression of co-regulated antiviral and interferon response

genes, we stained the sections with antibodies recognizing the

protein products of Cd40 and Cd69 and for the microglia marker

Iba1. We observed an increase in the number of CD40-express-

ing cells in all three hippocampal subregions of 6wk CK-p25

mice compared with CK control mice (dentate gyrus: Figures

7A, 7C, and S6A; CA1 and CA3: Figure S6B). Importantly, the im-

munostaining revealed that only a subset of the Iba1-positive

cells detectably express CD40 (dentate gyrus: Figures 7A, 7C,

and S6A; CA1 and CA3: Figure S6B). Similarly, we found an

increased number of CD69-positive cells in all three hippocam-

pal subregions of CK-p25 mice 6 weeks after p25 induction

compared with CK control mice (dentate gyrus: Figures 7B,

7D, and S6C; CA1 and CA3: Figure S6D). However, again, only

a subset of Iba1-positive cells detectably expressed CD69 in

CK-p25 mice (dentate gyrus: Figures 7D and S6C; CA1 and

Figure 5. Heterogeneous Late Response to Neurodegeneration of Microglia Is Typified by Different Modules of Co-regulated Genes

t-SNE plots as shown in Figure 2A.

(A) Data points are colored by the expression level of selected antiviral and interferon response genes as indicated.

(B) Data points are colored by the expression level of the genes encoding MHC class II components as indicated.

(C) Scatterplots showing the correlation of the expression level of MHC class II related genes (H2-Aa, H2-Ab1, Cd74) and of Cd74 and the housekeeping genes

Actb, Gapdh, and Rpl13 across the cells of cluster 6.
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CA3: Figure S6D). We next stained the sections with an antibody

recognizing the MHC class II component CD74. In the hippo-

campus of CK control mice, only very few cells expressing the

MHC class II component CD74 were detected (dentate gyrus:

Figures 7E, 7F, and S6E; CA1 and CA3: Figure S6F). In contrast,

the number of CD74-positive cells was dramatically increased in

the hippocampus of CK-p25 mice 6 weeks after p25 induction

(dentate gyrus: Figures 7E, 7F, and S6E; CA1 and CA3: Fig-

ure S6F). Importantly, the overall proportion of CD74-expressing

microglia was limited to only a subset of cells, confirming the het-

erogeneity of the hippocampal microglia population in the

response to neurodegeneration (dentate gyrus: Figures 7E, 7F,

and S6E; CA1 and CA3: Figure S6F). Taken together, our immu-

nostaining data show that the expression of two components of

a module of co-regulated antiviral and interferon response genes

(CD69 and CD40) as well as the MHC class II component CD74

are strongly upregulated in subsets ofmicroglia in the hippocam-

pus of CK-p25. Thus, our immunostaining data confirm a previ-

ously unobserved heterogeneity in the response of microglia to

neurodegeneration.

Gene Sets Induced in the CK-p25 Mouse Model of
Neurodegeneration Also Tend to Be Upregulated in
Microglia of Aged Human Individuals
Finally, we wondered whether the gene sets induced in the CK-

p25 mouse model of neurodegeneration might also be relevant

for the biology of human microglia. To this end, we compared

our data with a recently published transcriptomic analysis of

purified human cortical microglia (Galatro et al., 2017). Specif-

ically, we asked whether the gene sets induced in the CK-p25

mouse model of neurodegeneration also tend to be upregu-

lated in microglia of aged human individuals compared with mi-

croglia of younger individuals. Indeed, we observed that the

expression of gene sets that are human orthologs of the genes

significantly upregulated in clusters 3, 6, and 7 was positively

correlated with age (Figures S7A, S7C, and S7E). In contrast,

the expression of genes downregulated in clusters 3, 6, and 7

was not significantly correlated with age (Figures S7B, S7D,

and S7F). We also found that the expression of human ortho-

logs of the modules of co-regulated antiviral and interferon

response genes and MHC class II components was positively

correlated with age (Figures S7G and S7H). Specifically, the

antiviral and interferon response genes Isg15, Oasl, Ifitm3,

Irf7, and Ifi30 were found among the genes most significantly

correlated with age in human microglia (Table S6). Thus, these

data indicate that the gene sets induced in the CK-p25 mouse

model of neurodegeneration also tend to be upregulated in mi-

croglia of aged human individuals.

DISCUSSION

In this study we comprehensively surveyed the transcriptome of

microglia cells as they progressed from healthy to neurodegen-

eration states in the brain at single-cell resolution. We found a

remarkable phenotypic heterogeneity of microglia: from early-

response states, characterized by marked proliferation, to late-

response states of mounting immune response. In this latter

group, we discovered a further heterogeneity that was typified

by functionally distinct modules of co-regulated genes.

Temporal Changes of Microglia Response to
Neurodegeneration
We were interested to decipher the initial response of microglia

to insult and to track the temporal changes of these cells over

the course of neurodegeneration. We used the CK-p25 mouse

model of severe neurodegeneration, as it displays key patholog-

ical hallmarks of AD in a temporally predictable manner, to

study the response of microglia at fine temporal- and single-

cell resolution. Our single-cell RNA sequencing analysis identi-

fied two neurodegeneration-associated microglia cell states

that are distinct from the microglia state in the healthy brain.

Importantly, we found that microglia isolated at an early stage

of neurodegeneration (early-response microglia cell state) are

distinct from microglia isolated at a late stage of neurodegener-

ation (late-response microglia cell state). However, the early-

and late-response microglia cell states are not completely unre-

lated, as we found that a substantial fraction of genes that are

upregulated in late-response microglia are already increased

in early-response microglia. Moreover, 1wk CK-p25 cells were

distributed across homeostatic microglia cluster 2 and early-

response cluster 3, and share characteristics with both micro-

glia in the healthy brain and fully activated microglia at the later

stages of neurodegeneration. These observations suggest that

the early-response microglia cell state represents a transient in-

termediate activation state that constitutes part of the trajectory

of cellular reprogramming of homeostatic microglia in response

to neurodegeneration.

Although we cannot exclude the possibility that some of the

cells analyzed are peripheral immune cells, our data suggest

that the large majority of cells examined are microglia cells. First,

the large majority of cells analyzed expressed microglia marker

genes but not peripheral immune cells signature genes (Figures

1C and S1K). Second, only a very small fraction of cells ex-

pressed high levels of CD45, a characteristic of peripheral im-

mune cells (Figure S2). Third, t-SNE analysis revealed two small

clusters (clusters 4 and 5) that expressed peripheral immune cell

marker genes, showing that our methods have sufficient power

Figure 6. Two Distinct Reactive Microglia Phenotypes in Late Response to Neurodegeneration

(A and B) Histograms showing the distribution of the weighted fold induction of a module of 132 antiviral and interferon response genes (A) and four MHC class II

complex-related genes (B) across the cells of the groups indicated.

(C and D) t-SNE plots as shown in Figure 2A. Data points are colored by the weighted fold induction of (C) a module of 132 antiviral and interferon response genes

and (D) a module of four MHC class II complex-related genes.

(E) Histograms showing the distribution of the weighted fold induction of a module of co-regulated genes mainly containing ribosomal protein-encoding genes

across the cells of the groups indicated.

(F) Scatterplot showing the correlation between the induction of the antiviral and interferon responsemodule and theMHCclass II module across the cells isolated

from CK-p25 mice 2 and 6 weeks after p25 induction.
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to detect the subtle differences in gene expression between mi-

croglia and peripheral immune cells (Figure 2A).

Microglia Proliferate and Increase the Expression of a
Small Set of Cytokines at an Early Stage of
Neurodegeneration
Our previous study had revealed an increased level of transcripts

encoding immune response-related genes in hippocampal tis-

sue of CK-p25 mice (Gjoneska et al., 2015). However, it was un-

clear whether this increase was due to gene expression changes

in microglia or to an expansion of the microglia population as a

result of proliferation. Our data clearly demonstrate that micro-

glia respond to neurodegeneration with both a dramatic reprog-

ramming of their transcriptome and increased proliferation. We

identified a small set of cytokines, including the pro-inflamma-

tory cytokines MIF and TNF, that are upregulated in the late-

response microglia cell state but already show upregulation

1 week after p25 induction. Interestingly, the pro-inflammatory

cytokine TNF has recently been identified as one of the factors

that are necessary and sufficient to induce a neurotoxic astro-

cyte cell state (Liddelow et al., 2017). This raises the possibility

that early-response microglia may contribute to the initiation of

a cascade that ultimately leads to neuronal death during the later

stages of neurodegeneration. Given the pleiotropic effects of

TNF reported (Probert, 2015), it is possible that increased

expression of TNF in microglia serves multiple distinct functions

that remain to be explored.

Two Distinct Reactive Microglia Phenotypes in
Neurodegeneration
We discovered small subsets of microglia in the hippocampus of

CK-p25 mice late in neurodegeneration typified by strong upre-

gulated expression of selected gene sets, such as antiviral and

interferon response genes and MHC class II components. Inter-

estingly, these two subsets do not overlap entirely, indicating that

not only are there at least two distinct reactive microglia pheno-

types in the heterogeneous cell population but that there are

likely multiple triggers of microglia activation. Interestingly, we

detectedmany genes that are induced by type I interferon among

the module of co-regulated antiviral and interferon response

genes. In contrast, MHC class II genes have been shown to be

induced by interferon-gamma (type II interferon) (O’Keefe et al.,

2001). This raises the intriguing possibility that the two distinct

subsets of reactive microglia we observed in CK-p25 mice could

reflect exposure to type I interferon versus type II interferon.

What might be the trigger to induce expression of the co-regu-

lated antiviral and interferon response gene module? We found

that a subset of microglia with activated type I interferon pathway

are in close proximity to neurons harboring DNA damage (Fig-

ures S6G and S6H). It is well established that DNA damage

can lead to the induction of type 1 interferons (Härtlova et al.,

2015). Thus, DNA damage might be one factor that contributes

to the induction of antiviral and interferon response genes in mi-

croglia. Consistent with this idea, we found that the module of

co-regulated antiviral and interferon response genes was signif-

icantly upregulated in microglia of the DNA-repair deficient

mouse model Ercc1D/- compared with wild-type control mice

(Figures S7I and S7J).

In the peripheral immune system, MHC class II molecules are

responsible for presenting peptides derived from extracellular

pathogens to T cells and are expressed by a subset of anti-

gen-presenting cells, such as macrophages, dendritic cells,

and B cells (Ting and Trowsdale, 2002). Whether the subset of

microglia expressing high levels of MHC class II molecules

indeed functions as antigen-presenting cells is an intriguing hy-

pothesis that remains to be addressed. Alternatively, MHC class

II molecules could serve a T cell-independent function in micro-

glia. Supporting this idea, it has been shown that the presence of

MHC class II molecules exacerbated both neurodegenerative

symptoms and neuropathology in murine globoid leukodystro-

phy, most likely in a T cell-independent manner (Matsushima

et al., 1994).

Recently, Keren-Shaul et al. (2017) reported the identification

of a microglia type associated with neurodegenerative diseases,

termed disease-associatedmicroglia (DAM). The authors carried

out single-cell RNA sequencing on microglia isolated from a

mouse model of AD that expresses five human familial AD

gene mutations (5XFAD) and from a mouse model of amyotro-

phic lateral sclerosis (mSOD1 [G93A] mice). The DAM microglia

phenotype was observed only in the 5XFAD and mSOD1 (G93A)

mice but not in the corresponding wild-type mice. Using a

different mouse model of neurodegeneration (CK-p25), we iden-

tified a microglia cell state that was almost exclusively observed

at the later stages of disease progression (late-response micro-

glia). Interestingly, late-response microglia express increased

levels of many genes that were also observed to be upregulated

in DAM (e.g., Cd9, Itgax, Clec7a, Cd63, Spp1, Fth1, Axl, Lpl,

Cst7, Ctsb, Apoe). Of the 278 genes significantly upregulated

in DAM, 202 genes were also significantly upregulated in late-

response microglia, suggesting a substantial similarity between

the expression profiles of DAM and late-response microglia.

This observation is consistent with the idea that the DAM pro-

grammay be a primed set of genes that is expressed in response

to varied conditions of altered homeostasis (Keren-Shaul et al.,

Figure 7. Immunostaining Reveals Heterogeneous Late Response of Microglia to Neurodegeneration

Immunostaining in the dentate gyrus of CK-p25 mice 6 weeks after p25 induction.

(A) Immunohistochemistry with anti-CD40 (red) and anti-Iba1 (white) antibodies. Cells indicated with blue and red arrows are shown at higher magnification on the

right.

(B) Immunohistochemistry with anti-CD69 (red) and anti-Iba1 (white) antibodies.

(C–E) Quantification of the CD40 (C), CD69 (D), MHC2 (E), and Iba1 immunostaining. Values are percentages of Iba1-positive cells expressing CD40, CD69, and

MHC2, respectively.

(F) Immunohistochemistry with anti-GFP (green), anti-CD74 (MHC2, red), and anti-Iba1 (white) antibodies. For all graphs, quantification is based on immuno-

staining in the dentate gyrus of seven CK mice and four CK-p25 mice, with two sections per animal.

Error bars show SEM. **p < 0.01; ***p < 0.001.
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2017). However, we found that many antiviral and interferon

response genes were significantly upregulated in late-response

microglia but not in DAM, suggesting that there may also be po-

tential differences between these two microglia cell states.

Keren-Shaul et al. (2017) proposed that DAM are generated

through a two-step activation process. Homeostatic microglia

first transition to an intermediate stage (stage 1 DAM) in a

Trem2-independent manner, followed by a second, Trem2-

dependent, transition to stage 2 DAM. We saw significant differ-

ences in the expression of both stage 1 DAM and stage 2 DAM

characteristic genes in late-response microglia but much less

so in early-response microglia (Figure S7K). This observation

may indicate that early-response microglia are in an even more

naive activation state than stage 1 DAM. Whether the induction

of a DAM-like expression program in microglia of the CK-p25

model of neurodegeneration is protective, neutral, or deleterious

remains to be determined.

In summary, our work identified previously unobserved het-

erogeneity in the response of microglia to neurodegeneration,

including the discovery of microglia cell states, and uncovered

transcriptional programs underlying the trajectory of cellular re-

programming of microglia in response to neurodegeneration.

Our analysis also indicates thatmany of the gene expression reg-

ulatory events identified in our mouse model are conserved in

aged human microglia. Thus, these insights into the molecular

programs underlying microglia activation may pave the way for

designing rational and efficient strategies to treat AD and other

neurodegenerative diseases.

EXPERIMENTAL PROCEDURES

Animals

All animal work was approved by the Committee for Animal Care of the Division

of Comparative Medicine at the Massachusetts Institute of Technology.

Isolation of Microglia from the Hippocampus

Hippocampal tissue was enzymatically digested using the Neural Tissue

Dissociation Kit (P) (catalog number 130-092-628; Miltenyi Biotec) according

to the manufacturer’s protocol, with minor modifications. The resulting cell

suspension was then stained using allophycocyanin (APC)-conjugated

CD11bmouse cloneM1/70.15.11.5 (130-098-088;Miltenyi Biotec) and phyco-

erythrin (PE)-conjugated CD45 antibody (553081; BD PharMingen) according

to the manufacturer’s (Miltenyi Biotec) recommendations. FACS was then

used to purify CD11b and CD45 positive microglial cells.

Single-Cell RNA Sequencing Library Preparation

Single-cell RNA sequencing libraries were generated on the basis of the

SMART-Seq2 protocol (Picelli et al., 2014) with minor modifications. Libraries

were tagmented using the Nextera XT DNA Library Preparation Kit (catalog

number FC-131-1096; Illumina) and the Nextera XT Index Kit version 2 Sets

A, B, C, and D according to the manufacturer’s instructions with minor modi-

fications. Specifically, reactions were run at one fourth the recommended vol-

ume, the tagmentation step was extended to 10 min, and the extension time

during the PCR step was increased from 30 s to 60 s.

Click-iT Plus EdU Cell Proliferation Assay

Animals were intraperitoneally injected with 50 mg/kg EdU every second day

during the first 2 weeks after p25 induction. Two weeks after p25 induction,

the animals were transcardially perfused with ice-cold PBS, and microglia

were isolated using the Neural Tissue Dissociation Kit (P) as described above.

EdU incorporation was then detected using the Click-iT Plus EdU Pacific Blue

Flow Cytometry Assay Kit (catalog number C10636; Thermo Fisher Scientfic)

according to the manufacturer’s instructions.

Immunohistochemistry

Immunohistochemistry experiments were performed as described previously

(Iaccarino et al., 2016).
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Lienenklaus, S., Nilsson, L.M., Kröger, A., Nilsson, J.A., et al. (2015). DNAdam-

age primes the type I interferon system via the cytosolic DNA sensor STING to

promote anti-microbial innate immunity. Immunity 42, 332–343.

Heppner, F.L., Ransohoff, R.M., and Becher, B. (2015). Immune attack: the

role of inflammation in Alzheimer disease. Nat. Rev. Neurosci. 16, 358–372.

Iaccarino, H.F., Singer, A.C., Martorell, A.J., Rudenko, A., Gao, F., Gillingham,

T.Z., Mathys, H., Seo, J., Kritskiy, O., Abdurrob, F., et al. (2016). Gamma fre-

quency entrainment attenuates amyloid load and modifies microglia. Nature

540, 230–235.

Keren-Shaul, H., Spinrad, A., Weiner, A., Matcovitch-Natan, O., Dvir-Sztern-

feld, R., Ulland, T.K., David, E., Baruch, K., Lara-Astaiso, D., Toth, B., et al.

(2017). A uniquemicroglia type associated with restricting development of Alz-

heimer’s disease. Cell 169, 1276–1290.e17.

Kharchenko, P.V., Silberstein, L., and Scadden, D.T. (2014). Bayesian

approach to single-cell differential expression analysis. Nat. Methods 11,

740–742.

Kim, D., Frank, C.L., Dobbin, M.M., Tsunemoto, R.K., Tu,W., Peng, P.L., Guan,

J.S., Lee, B.H., Moy, L.Y., Giusti, P., et al. (2008). Deregulation of HDAC1 by

p25/Cdk5 in neurotoxicity. Neuron 60, 803–817.

Kiselev, V.Y., Kirschner, K., Schaub, M.T., Andrews, T., Yiu, A., Chandra, T.,

Natarajan, K.N., Reik, W., Barahona, M., Green, A.R., Hemberg, M., et al.

(2016). SC3: consensus clustering of single-cell RNA-seq data. Nat Methods

14, 483–486.

Lavin, Y., Winter, D., Blecher-Gonen, R., David, E., Keren-Shaul, H., Merad,

M., Jung, S., and Amit, I. (2014). Tissue-resident macrophage enhancer land-

scapes are shaped by the local microenvironment. Cell 159, 1312–1326.

Liddelow, S.A., Guttenplan, K.A., Clarke, L.E., Bennett, F.C., Bohlen, C.J.,

Schirmer, L., Bennett, M.L., M€unch, A.E., Chung, W.S., Peterson, T.C., et al.

(2017). Neurotoxic reactive astrocytes are induced by activated microglia. Na-

ture 541, 481–487.

Matsushima, G.K., Taniike, M., Glimcher, L.H., Grusby, M.J., Frelinger, J.A.,

Suzuki, K., and Ting, J.P. (1994). Absence of MHC class II molecules reduces

CNS demyelination, microglial/macrophage infiltration, and twitching in mu-

rine globoid cell leukodystrophy. Cell 78, 645–656.

Mosher, K.I., and Wyss-Coray, T. (2014). Microglial dysfunction in brain aging

and Alzheimer’s disease. Biochem. Pharmacol. 88, 594–604.

Neumann, H., and Daly, M.J. (2013). Variant TREM2 as risk factor for Alz-

heimer’s disease. N. Engl. J. Med. 368, 182–184.

O’Keefe, G.M., Nguyen, V.T., Ping Tang, L.L., and Benveniste, E.N. (2001).

IFN-gamma regulation of class II transactivator promoter IV in macrophages

and microglia: involvement of the suppressors of cytokine signaling-1 protein.

J. Immunol. 166, 2260–2269.

Orre,M., Kamphuis,W., Osborn, L.M., Jansen, A.H., Kooijman, L., Bossers, K.,

and Hol, E.M. (2014). Isolation of glia from Alzheimer’s mice reveals inflamma-

tion and dysfunction. Neurobiol. Aging 35, 2746–2760.

Patrick, G.N., Zukerberg, L., Nikolic, M., de la Monte, S., Dikkes, P., and Tsai,

L.H. (1999). Conversion of p35 to p25 deregulates Cdk5 activity and promotes

neurodegeneration. Nature 402, 615–622.

Picelli, S., Faridani, O.R., Björklund, A.K., Winberg, G., Sagasser, S., and

Sandberg, R. (2014). Full-length RNA-seq from single cells using Smart-

seq2. Nat. Protoc. 9, 171–181.

Prinz, M., and Priller, J. (2014). Microglia and brain macrophages in the molec-

ular age: from origin to neuropsychiatric disease. Nat. Rev. Neurosci. 15,

300–312.

Probert, L. (2015). TNF and its receptors in the CNS: the essential, the desir-

able and the deleterious effects. Neuroscience 302, 2–22.

Shalek, A.K., Satija, R., Shuga, J., Trombetta, J.J., Gennert, D., Lu, D., Chen,

P., Gertner, R.S., Gaublomme, J.T., Yosef, N., et al. (2014). Single-cell RNA-

seq reveals dynamic paracrine control of cellular variation. Nature 510,

363–369.

Ting, J.P.-Y., and Trowsdale, J. (2002). Genetic control of MHC class II expres-

sion. Cell 109 (Suppl), S21–S33.

Tirosh, I., Venteicher, A.S., Hebert, C., Escalante, L.E., Patel, A.P., Yizhak, K.,

Fisher, J.M., Rodman, C., Mount, C., Filbin, M.G., et al. (2016). Single-cell

RNA-seq supports a developmental hierarchy in human oligodendroglioma.

Nature 539, 309–313.

van der Maaten, L., and Hinton, G. (2008). Visualizing data using t-SNE.

J. Mach. Learn. Res. 9, 2579–2605.

Wang, Y., Cella, M., Mallinson, K., Ulrich, J.D., Young, K.L., Robinette, M.L.,

Gilfillan, S., Krishnan, G.M., Sudhakar, S., Zinselmeyer, B.H., et al. (2015).

TREM2 lipid sensing sustains the microglial response in an Alzheimer’s dis-

ease model. Cell 160, 1061–1071.

Zhang, B., Gaiteri, C., Bodea, L.G., Wang, Z., McElwee, J., Podtelezhnikov,

A.A., Zhang, C., Xie, T., Tran, L., Dobrin, R., et al. (2013). Integrated systems

approach identifies genetic nodes and networks in late-onset Alzheimer’s dis-

ease. Cell 153, 707–720.

Zhang, Y., Chen, K., Sloan, S.A., Bennett, M.L., Scholze, A.R., O’Keeffe, S.,

Phatnani, H.P., Guarnieri, P., Caneda, C., Ruderisch, N., et al. (2014). An

RNA-sequencing transcriptome and splicing database of glia, neurons, and

vascular cells of the cerebral cortex. J. Neurosci. 34, 11929–11947.

380 Cell Reports 21, 366–380, October 10, 2017



Cell Reports

Report

b-Hydroxybutyrate Deactivates Neutrophil
NLRP3 Inflammasome to Relieve Gout Flares
Emily L. Goldberg,1,2 Jennifer L. Asher,1 Ryan D. Molony,2 Albert C. Shaw,3 Caroline J. Zeiss,1 Chao Wang,4

Ludmilla A. Morozova-Roche,4 Raimund I. Herzog,5 Akiko Iwasaki,2,6 and Vishwa Deep Dixit1,2,7,8,*
1Section of Comparative Medicine, Yale School of Medicine, New Haven, CT 06520, USA
2Department of Immunobiology, Yale School of Medicine, New Haven, CT 06520, USA
3Section of Infectious Diseases, Yale School of Medicine, New Haven, CT 06520, USA
4Department of Medical Biochemistry and Biophysics, Umeå University, 901 87 Umeå, Sweden
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SUMMARY

Aging and lipotoxicity are two major risk factors for
gout that are linked by the activation of the NLRP3
inflammasome. Neutrophil-mediated production of
interleukin-1b (IL-1b) drives gouty flares that cause
joint destruction, intense pain, and fever. However,
metabolites that impact neutrophil inflammasome
remain unknown. Here, we identified that ketogenic
diet (KD) increases b-hydroxybutyrate (BHB) and
alleviates urate crystal-induced gout without impair-
ing immune defense against bacterial infection. BHB
inhibited NLRP3 inflammasome in S100A9 fibril-
primed and urate crystal-activated macrophages,
which serve to recruit inflammatory neutrophils in
joints. Consistent with reduced gouty flares in rats
fed a ketogenic diet, BHB blocked IL-1b in neutro-
phils in a NLRP3-dependent manner in mice and
humans irrespective of age. Mechanistically, BHB
inhibited the NLRP3 inflammasome in neutrophils
by reducing priming and assembly steps. Collec-
tively, our studies show that BHB, a known alternate
metabolic fuel, is also an anti-inflammatory molecule
that may serve as a treatment for gout.

INTRODUCTION

Gout is a debilitating chronic inflammatory arthritis that afflicts

4%of adults in the United States and is caused by the deposition

of monosodium urate (MSU) crystals in the joints (Garrod, 1876;

Seegmiller and Howell, 1962). It is widely known that aging and

diet-induced lipotoxicity predispose for the development of

gout, as the prevalence of gout in elderly persons above the

age of 60 years is �10% (Joosten et al., 2010; Li et al., 2013;

Roddy and Choi, 2014). MSU crystal-induced gouty flares are

characterized by interleukin-1b (IL-1b)-driven acute inflamma-

tion, fever, and intense pain caused by monocyte-mediated

neutrophil accumulation and activation in joints (Duff et al.,

1983). Mechanistically, the inflammatory gouty flares caused

byMSU crystals are mediated via the activation of the NLRP3 in-

flammasome inmyeloid cells that causes the release of bioactive

IL-1b and IL-18 (Martinon et al., 2006).

The NLRP3 inflammasome is a carefully regulated inflamma-

tory complex that responds to both endogenous cellular

abnormalities and microbial components. Activation of the

complex requires two signals: (1) a priming signal (signal 1)

that licenses nuclear factor kB (NF-kB)-dependent expression

of inflammasome complex proteins and (2) a secondary signal

(signal 2) that promotes assembly of the complex leading

to caspase-1 activation. MSU crystals provide signal 2 of

NLRP3 activation, and NLRP3-deficient mice are protected

from MSU-induced inflammation (Martinon et al., 2006).

Therefore, gout patients face a vicious feed-forward loop

in which the chronic deposition and presence of MSU crystals

enables constant reactivation of acute inflammatory res-

ponses, known as gouty flares, which are associated with

intense pain and fever due to high systemic IL-1b levels

(Dalbeth et al., 2016; Duff et al., 1983).

The long-term prophylactic treatment of gout hinges on

reducing hyperuricemia. Intriguingly, a major side effect of

all current urate-lowering drugs such as xanthine oxidase

inhibitors (allopurinol and febuxostat), recombinant uricase

(pegloticase), and uricosurics (probenecid and benzbromar-

one) is the induction of gouty flares (Dalbeth et al., 2016).

Despite progress in the field, the relief from inflammation dur-

ing acute gouty flares currently relies on non-NLRP3-specific

therapeutic approaches such as the use of adrenocorticotro-

pic hormone (ACTH), corticosteroids, or nonsteroidal anti-in-

flammatory drugs (NSAIDS) (Dalbeth et al., 2016 and refer-

ences therin). Thus, elucidating the endogenous metabolites

that regulate NLRP3 inflammasome activation and resolution

of inflammation remain a priority for effective management of

gout.

Interestingly, metabolic interventions such as caloric restric-

tion (CR) or moderate carbohydrate restriction reduces gout

(Dessein et al., 2000). Of note, a classical feature of adaptive
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Figure 1. Ketogenic Diet Protects Rats from MSU-Induced Gouty Flare

(A) Atomic force microscopy (AFM) height image of S100A9 amyloid fibrils; scale bar, 120 nm.

(B) Western blot of caspase-1 and IL-1b activation in BMDMs.

(C) Blood BHB levels after 1 week of ketogenic diet (KD) feeding, prior to injection with MSU.

(D) Serum IL-1b 48 hr post-MSU injection.

(E) Change in knee thickness 48 hr post-MSU injection.

(F) Knee thickness was measured daily.

(legend continued on next page)
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starvation response during negative energy balance is the in-

duction of fatty acid oxidation and production of ketone bodies

b-hydroxybutyrate (BHB) and acetoacetate (AcAc) that serve

as major substrates for ATP production to support the function

of heart and brain (Cahill, 2006). Intriguingly, CR and BHB reduce

inflammation and extend lifespan in animals (Edwards et al.,

2014; Mitchell et al., 2016), suggesting immune-metabolic inter-

actions driven by BHBmay serve as pseudostarvation signals or

CRmimetic that could be harnessed against acute inflammatory

diseases such as gouty flares.

We made the surprising discovery that myeloid cells also ex-

press ketogenic and ketolytic machinery and that BHB blocks

the NLRP3 inflammasome in macrophages (Youm et al., 2015).

This suggests that ketones may function as regulatory metabo-

lites, serving as endogenous regulators of inflammation (Gold-

berg and Dixit, 2015). Given that neutrophils are key instigators

of inflammation-induced gouty flares, we hypothesized that

upregulation of BHB-mediated signals in neutrophils serve as a

key immunometabolic checkpoint against gout. Here, we report

that BHB prevents NLRP3 inflammasome activation in both

mouse and human neutrophils irrespective of the aging process.

We found that BHB inhibits the signals that control the priming

and assembly of the NLRP3 inflammasome in primary neutro-

phils and protects against gout.

RESULTS

Elevated BHB Protects against Acute Gout
MSU crystals are the hallmark characteristic of gout (McCarty

and Hollander, 1961); the proposed mechanism of a gouty flare

is that activation of macrophages by urate crystals recruits neu-

trophils in an inflammasome-dependent manner, and the accu-

mulation and activation of neutrophils cause substantial pain

and swelling (Duff et al., 1983; Martinon et al., 2006). The priming

of inflammasome is also a critical step in the process of gouty

flare. Interestingly, cytoplasmic S100A8/9 protein heterodimers

are highly expressed in neutrophils (Edgeworth et al., 1991)

and increase in synovial fluid (Holzinger et al., 2014) and plasma

(Ryckman et al., 2003) during a gout flare. Furthermore, S100A8

can activate TLR4 (Vogl et al., 2007), and MSU stimulates the

secretion of S100A8/9 from neutrophils (Ryckman et al., 2004).

We found that BHB prevented caspase-1 activation and IL-1b

secretion inMSU-treated S100A9-primed bone-marrow-derived

macrophages (BMDMs) (Figures 1A and 1B). While S100A9 fi-

brils provided a priming signal in BMDMs (Figure S1E), they do

not function as a danger-associated molecular pattern (DAMP)

to provide signal 2 for inflammasome activation in lipopoly-

saccharide (LPS)-primed BMDM (Figure S1F). Thus, S100A8/9

proteins may represent one of the endogenous sources of

priming signal for NLRP3 inflammasome in vivo.

BHB serves as an alternate metabolic fuel during starvation

state or in absence of insulin when glucose cannot be utilized.

Ketogenic diets (KDs) that are rich in fat and low in carbohy-

drates are routinely employed to induce BHB or nutritional

ketosis, because sustained elevation of BHB through infusion

of sodium salts of BHB is contraindicated due to adverse effects

on blood acid-base balance. Thus, KD has been safely em-

ployed to treat drug-resistant epilepsy (Cahill, 2006). Although

IL-1R antagonists have shown benefit in small clinical trials (So

et al., 2007, 2010), the high cost of these biologicals and their po-

tential detrimental impact on host defense have limited their use

in treatment of gouty flares. Therefore, we next developed a

model of gouty arthritis and investigated the induction of nutri-

tional ketosis by feeding KD as a potential therapy against

gout. Humans, but not rodents, are susceptible to gout due to

loss of the uricase enzyme, which normally functions to prevent

high concentrations of uric acid. Therefore, we developed an

in vivo goutmodel in outbred Sprague-Dawley rats by intra-artic-

ular injection of MSU crystals in the knee. One week of high-fat,

low-carbohydrate KD feeding induced endogenous BHB pro-

duction (Figure 1C). Rats fed KD were protected from the

MSU-induced elevated serum IL-1b (Figure 1D) and knee

swelling observed in the chow-fed rats (Figures 1E and 1F). Pa-

thology analysis of H&E-stained sections of the joints showed

thatMSU-injected rats displayed combined lesions of intra-artic-

ular exudate and synovial soft tissue inflammation (Figure 1G).

Intra-articular exudate was characterized by masses of fibrin,

amorphous granular foreign material, and clusters of macro-

phages (Figure 1H). The extent of both intra-articular exudate

and synovial inflammation was less severe in KD-fed animals

than in those on chow diet. Overall, KD reduced the severity of

the inflammatory reactions in MSU-injected knees. Foci of frank

necrosis were present in animals on the control diet, but not in

those on the ketone-rich diet (Figure 1H). Notably, KD results

in elevation of blood ketone bodies BHB as well as AcAc. Our

data suggest that the anti-inflammatory effects of ketones

are limited to BHB, as neither AcAc nor the microbiota-derived

short chain fatty acid butyrate prevented IL-1b secretion in in-

flammasome-activated BMDM (Figure 1I). Importantly, reduced

inflammatory responses during KD did not increase disease

severity in mice infected with Staphylococcus aureus (Figures

1J and S1G–S1I) and surprisingly reduced bacterial burdens in

the lungs of infected mice (Figure 1K). Taken together, our data

show that elevated BHB levels protect against acute gouty flare

without compromising the host-defense functions of the immune

system.

(G) Representative sections of the femoro-tibial joint showing local tissue reaction (black asterisks) and intrasynovial exudate (white asterisks); scale bar, 500 mm.

(H) Representative images of synovial inflammation. (i and ii) Regions ofmacrophage infiltration (black asterisk) and neutrophil infiltration (black arrows); scale bar,

20 mm. (iii) Higher magnification of MSU-induced inflammatory response, where the black arrow points to an infiltrating neutrophil; scale bar, 10 mm. (iv) Local

tissue reaction in a control PBS-injected joint showing focal fibrin exudate (white asterisk) with surrounding macrophages (black arrows) andmacrophages within

granular amorphous injected material (dashed arrows); scale bar, 20 mm.

(I) Western blot of IL-1b secretion from stimulated BMDMs.

(J and K) Body weights (J) and bacterial load (K) after S. aureus infection. Data are pooled from at least three independent experiments; in (C)–(F), (J), and (K), data

are represented as mean ± SEM.

Statistical differences calculated by t test (C–E) or two-way ANOVA (F). See also Figure S1.

Cell Reports 18, 2077–2087, February 28, 2017 2079



BHB Acts on Neutrophils to Block IL-1b Secretion
throughout the Lifespan
Gout flares are mediated by both macrophage and neutrophil

activation. Because BHB inhibits NLRP3 inflammasome activa-

tion in macrophages (Youm et al., 2015) and in an in vitro model

of gout (Figure 1B), we next tested whether BHB regulates IL-1b

secretion from neutrophils. Indeed, BHB dose-dependently

inhibited IL-1b secretion in isolated murine neutrophils (Figures

2A and S2). Aging is a major risk factor for gout, and if not prop-

erly managed, gouty flares increase in frequency and intensity in

the elderly. Importantly, BHB potently inhibited the NLRP3 in-

flammasome-induced IL-1b secretion in neutrophils of young

and elderly humans (Figure 2B), but not secretion of S100A8 pro-

tein implicated in the propagation of gouty flares (Figure 2C).

BHB inhibited IL-1b secretion in response to classical NLRP3

inflammasome activation (Figure 2D) as well as the age-related

lipotoxic DAMP ceramide (Figure 2E) in isolated adult and old

murine neutrophils. Ketogenesis is typically induced during

hypoglycemia or lack of glucose availability, which may alter

neutrophil function. Therefore, we next determined whether neu-

trophils in humans exposed to hypoglycemia in vivo respond to

BHB (Figure 2F). Indeed, IL-1b secretion is still sensitive to BHB-

mediated inhibition regardless of glucose availability in vivo (Fig-

ure 2G). These experiments reveal a regulatory role for BHB in

neutrophil inflammasome activation regardless of the host’s age.

BHB Reduces Urate-Crystal-Induced Inflammation
during Aging
Neutrophils are reported to accumulate several defects during

aging, including impaired Toll-like receptor (TLR) signaling

(Qian et al., 2014) and NETosis (Hazeldine et al., 2014). Neutro-

phils are also associated with immunopathology during infection

in aged hosts (Bou Ghanem et al., 2015; Menter et al., 2014).

Bone marrow neutrophils from aged mice exhibited no remark-

able differences in abundance or expression of NLRP3 inflam-

masome proteins compared to young controls (Figure S2). To

test neutrophil-intrinsic inflammasome activation defects during

aging, isolated neutrophils from adult and old mice were stimu-

lated with LPS+ATP. IL-1b, but not tumor necrosis factor a

(TNF-a) secretion, was NLRP3- and ASC-dependent and no

age-related differences were observed (Figures 3A and 3B).

Due to the potent inhibitory effects of BHB on aged neutrophils

Figure 2. BHB Regulates Neutrophil NLRP3 Inflammasome Activation

(A and B) IL-1b secretion by stimulated mouse (A) and human (B) neutrophils (lines indicate group mean).

(C) Secretion of S100A8 from stimulated human neutrophils. Different-colored symbols connected by dotted line represents a unique individual’s response to all

treatments. Columns indicate the mean for each treatment.

(D and E) Western blot analysis of IL-1b secretion from LPS-primed adult and old murine neutrophils stimulated with (D) ATP ± BHB or (E) ceramide ± BHB.

(F) Depiction of insulin-induced hypoglycemia in vivo. Arrow indicates blood collection time point.

(G) Neutrophil IL-1b secretion from hypoglycemic subjects. Lines connect the responses of each individual for each treatment condition. Statistical differences

were calculated by paired one-way ANOVA.

See also Figure S2.
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Figure 3. Elevated BHB Protects against MSU-Induced Peritonitis in Aged Mice

(AandB) IL-1b (A) andTNF-a (B)weremeasured inculturesupernatants after LPS+ATPstimulationof isolatedneutrophils frommiceof indicatedagesandgenotypes.

Statistical differences were calculated by age-specific t test (3 months) or one-way ANOVA (24 months). Data are pooled from two independent experiments.

(C and D) Body weights (C) and blood BHB concentrations (D) were measured daily in old mice fed KD, prior to MSU injection.

(E–G) Gene expression of (E) Ilb, (F) Nlrp3, and (G) Tnfawithin peritoneal cells 4 hr post-MSU. Data are presented as fold change relative to sham and are pooled

from three independent experiments.

All data are shown as mean ± SEM. Statistical differences were calculated by t test between MSU-injected groups. See also Figure S3.
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in vitro (Figures 2B, 2D, and 2E), we next sought to determine

whether BHB could reduce neutrophillic inflammation in vivo

during aging. To induce endogenous ketogenesis, old mice

were fed KD for 1 week. During this time, no alterations to

body weight (Figure 3C) were observed and blood BHB levels

increased rapidly (Figure 3D). KD did not change peritoneal

neutrophil infiltration (Figure S3) but prevented upregulation of

Nlrp3 and Il1b gene expression, but not the general inflammatory

marker Tnfa in old mice (Figures 3E–3G) after MSU-induced

peritonitis. This suggests that BHB levels can be elevated during

aging to reduce acute urate-crystal-induced inflammatory

responses.

b-Hydroxybutyrate Inhibits NLRP3 Inflammasome
Priming and Assembly
Neutrophils contain both inflammasome-dependent and inflam-

masome-independent IL-1b cleavage processes (Cassel et al.,

2014; Joosten et al., 2009; Karmakar et al., 2015; Mankan

et al., 2012). In our experimental conditions, neutrophil IL-1b

secretion, in response to several DAMPs, including extracellular

ATP, the crystalline silica, or lipotoxic ceramide, was entirely

caspase-1/11-dependent (Figure 4A). In cell-free assays, BHB

had no effect on enzyme activity of neutrophil serine proteases

elastase (Figure 4B) or cathepsin G (Figure 4C), both of which

have been implicated in IL-1b cleavage (Cassel et al., 2014;

Guma et al., 2009). We next investigated the mechanism by

which BHB inhibits NLRP3 inflammasome activation in neutro-

phils. GPR109a can bind BHB on the cell surface to inhibit

inflammation; however, we found that niacin, a high-affinity

ligand for GPR109a, failed to impact neutrophil IL-1b cleavage,

suggesting that in vitro GPR109a signaling is dispensable for

neutrophil inflammasome activation (Figure 4D). Ketogenesis

occurs during energy restriction, a physiological state in which

autophagy is induced. However, BHB’s inhibition of IL-1b

secretion does not rely on autophagy, because treatment of

neutrophils with the autophagy inhibitor 3-MA did not prevent

BHB-mediated inhibition of IL-1b secretion (Figure 4E). Similarly,

treating cells with the tricarboxylic acid (TCA) cycle entry inhibi-

tor (aminooxy)acetic acid hemihydrochloride (AOA) did not pre-

vent BHB’s inhibition of IL-1b secretion, suggesting oxidation

of BHB is not required for its effect (Figure 4E). Interestingly,

the non-oxidizable chiral enantiomer S-BHB, which cannot enter

the TCA cycle, also inhibited IL-1b secretion from neutrophils

(Figure 4F), suggesting that in the presence of glucose in vitro,

myeloid cells energetically spare BHB to block inflammasome

activation.

Unaltered caspase-11 activation or gasdermin D expression in

the presence of BHB (Figure S4A) suggested that BHB also does

not impact neutrophil pyroptosis (He et al., 2015; Kayagaki et al.,

2015; Shi et al., 2015) and BHB did not alter cell viability (Fig-

ure S4B). BHB treatment led to increased histone H3 acetylation

(Figure 4G), probably due to its reported histone deacetylase

(HDAC) inhibitor activity (Shimazu et al., 2013). Interestingly,

BHB inhibited phosphorylation of NF-kB (Figure 4H), a neces-

sary signaling event for inflammasome activation, confirming

previous findings (Fu et al., 2014). Finally, BHB was tested in a

mouse model of the severe human disease familial cold autoin-

flammatory syndrome (FCAS), which contains an L351P nucleo-

tide substitution in Nlrp3 that facilities constitutive inflamma-

some assembly (Brydges et al., 2009; Yu et al., 2006). IL-1b

secretion from neutrophils in this FCAS model was dose-depen-

dently inhibited by treatment with BHB-conjugated nanolipogels

(Figure 4I). These data suggest that the inhibitory effect of BHB

upon NLRP3 inflammasome activation is two-pronged: (1) it

prevents TLR4-mediated priming, and (2) it blocks the physical

assembly of the NLRP3 inflammasome complex.

DISCUSSION

Gout is a chronic disease characterized by recurrent painful

gouty flares. The incidence of gout has steadily increased, and

individuals over age 65 account for the majority of gout-related

hospitalizations (Lim et al., 2016). Although a primary treatment

strategy for gout is to lower uric acid levels, many of these

medications induce gouty flares, presumably due to disruption

of tophi, which results in poor adherence by patients. We found

that elevated blood BHB levels protected outbred rats from joint

swelling and systemic inflammation after intra-articular injection

of MSU crystals. Reduced joint swelling was due to a qualitative

reduction in the inflammatory response, as pathology analysis

revealed reduced tissue damage despite similar neutrophil and

macrophage infiltration into the joints.

In vitro, BHB also inhibits neutrophil IL-1b secretion from adult

and elderly individuals. Notably, elevated BHB levels during KD

did not increase disease severity during S. aureus infection in

mice and even reduced bacterial burdens in the lungs of infected

mice, suggesting high translational potential of BHB against

gouty flares. It was recently reported that glucose metabolism

promotes mortality during bacterial infection and LPS sepsis

(Wang et al., 2016), which may explain the beneficial effects of

KD in S. aureus-infected mice, as BHB reduces glucose avail-

ability. Notably, other macronutrients in KD can induce hormonal

alterations and plasma lipid profile changes in patients. More-

over, at the cellular level, limited glucose availability during KD

can induce autophagy, which inhibits the inflammasome. Thus,

additional studies are required to rule out the exact contribution

of each of these mechanisms in mediating anti-inflammasome

effects of KD in vivo in models of gout. Regardless, our findings

that BHB can target neutrophil inflammasome have important

clinical implications, as an estimated 8 million Americans have

gout (Zhu et al., 2011) and the cumulative nature of the disease

causes the risk and frequency of gouty flares to increase during

aging.

S100A8/9 proteins are also reported to increase during age-

related inflammatory diseases, including obesity (Nagareddy

et al., 2014), cardiovascular disease (Ma et al., 2012), and Alz-

heimer’s disease (Wang et al., 2014), and in the aged prostate

(Yanamandra et al., 2009). This implies that these proteins may

provide an endogenous, local signal 1 for NLRP3 inflammasome

activation and may be universal biomarkers of inflammation

(Vogl et al., 2007). During a gouty flare, neutrophils are recruited

to inflamed joints by resident macrophages and secrete a variety

of proinflammatory molecules, including S100A8/9 and IL-1b

(Ryckman et al., 2004). BHB inhibited NLRP3 inflammasome

activation in S100A9-primed macrophages (Figure 1B). Our

data suggest that BHB can break this feed-forward cycle to
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Figure 4. BHB Inhibits Inflammasome Priming and Assembly
(A) Western blot of culture supernatants from LPS-primed wild-type (WT) and caspase-1/11�/� neutrophils after ATP, silica, or ceramide stimulation as indicated.

(B and C) Elastase (B) and cathepsin G (C) activity; n = 4, data are presented as mean ± SEM.

(D–F) Culture supernatants were analyzed for neutrophil IL-1b secretion by western blot after treatment with BHB ± (D) niacin, (E) 3-MA or AOA, and (F) S-BHB as

indicated.

(G) Total and acetylated H3 expression in cell lysates.

(H) NF-kB phosphorylation in neutrophil cell lysates.

(I) IL-1b secretion from neutrophils derived from a mouse model of FCAS bearing activating mutation of Nlrp3.

For all blots, each sample is pooled from at least n = 4 mice per experiment. Each blot is representative of at least two independent experiments. See also

Figure S4.
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prevent swelling and inflammation (Figure 5), although defining

the exact mechanism will require further experimentation.

Neutrophils can secrete IL-1b by caspase-1-independent

mechanisms. Although we were not able to detect IL-1b

secretion from caspase-1/11 knockout mice, cell-free assays

revealed no effect on enzymatic activity of serine proteases

neutrophil elastase or cathepsin G. These data highlight the

targeted effects of BHB upon the NLRP3 inflammasome,

making it an ideal candidate for preventing NLRP3-driven

inflammation.

Together with our prior findings that BHB inhibits NLRP3 in-

flammasome activation in macrophages (Youm et al., 2015)

and our current data that BHB also regulates neutrophil inflam-

masome activation, we propose that strategies to increase

BHB levels are likely to be therapeutically beneficial in gout pa-

tients. Furthermore, the NLRP3-targeted effects of BHB make

it ideal for reducing or preventingmany age-related inflammatory

disease that have been shown to be driven by chronic NLRP3

inflammasome activation (Youm et al., 2013). Adherence to a

high-fat low-carbohydrate KD is difficult and can promote dysli-

pidemia in gout patients. However, ketone esters have been

delivered orally to humans, which increased circulating BHB

levels and enhanced physical performance in athletes (Clarke

et al., 2012; Cox et al., 2016), and should be explored for

inducing mild ketosis to prevent inflammation in individuals

with gout.

EXPERIMENTAL PROCEDURES

Animals

All animals were housed under specific-pathogen-free conditions under a

12-hr light/dark cycle. All mice usedwere on the C57BL/6 genetic background.

See Supplemental Experimental Procedures for details of mouse and rat

strains. KD (Research Diets D12369B) was initiated 1 week prior to experi-

mental manipulation. Blood BHB concentrations were measured with

Precision Xtra b-ketone strips. All animal experiments were performed in

compliance with the Yale University Institutional Animal Care and Use

Committee.

Human Subjects

Healthy adult (18–45 years) and old (>65 years) males and females with no

current steroid use were recruited. Individuals were not fasting at time of pe-

ripheral blood collection, except for hypoglycemic studies. Insulin was used

to induce hypoglycemia, see Supplemental Experimental Procedures for

detailed procedure. Informed consent was obtained from all subjects and

all studies were approved by the Institutional Review Committee of Yale

University.

Cell Isolation and Activation

Neutrophils were isolated from bone marrow (mice) or peripheral blood (hu-

mans) by negative magnetic selection (Stem Cell Technology; Figure S2).
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Figure 5. Hypothetical Model for the Dual Role of BHB as a Regulatory Metabolite

(A) The metabolic role of BHB as an alternative energy source during limited energy availability, coordinated with the anti-inflammatory role of BHB on the NLRP3

inflammasome.

(B) BHB inhibits both the priming signal and the secondary assembling signal in neutrophils.

(C) Inhibition of IL-1b secretion by BHB does not involve inhibition of serine protease activity, autophagy, oxidation in the TCA cycle, or the surface receptor

GPR109a, although additional experiments will be needed to further clarify the mechanism.
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BMDM were generated and all cells were stimulated as previously described

(Youm et al., 2015), see Supplemental Experimental Procedures for detailed

treatment conditions.

In Vitro Activation Measurements

All biochemical analysis methods are described in detail in Supplemental

Experimental Procedures. Cytokine secretion wasmeasured byMultiplex (Fig-

ures 3A and 3B; IL-1b and TNF-a from Life Technologies) or ELISA (human IL-

1b from eBioscience 88-7261-22; S100A8 from Thermo EHS100A8) according

tomanufacturers’ protocols. Elastase (ab118971) and cathepsin G (ab204693)

enzymatic activity was assessed using kits (Abcam) according to manufac-

turer’s instructions.

Peritonitis Model

Peritonitis was induced by intraperitoneal (i.p.) injection of MSU crystals (Inviv-

ogen). Mice were injected with 2.5 mg MSU in PBS. 4 hr later, total peritoneal

cells were collected by lavage. Cells were counted using a hemacytometer,

and phenotype and gene expression were analyzed by flow cytometry and

RT-PCR, respectively.

Staphylococcus aureus Infection

Mice were infected intranasally with 108 colony-forming units (CFUs)

or 106 CFUs of S. aureus (strain 14458). Bacterial burdens were deter-

mined by plating serial dilutions 24 hr post-infection. Bronchoalveolar

lavage fluid (BALF) was collected by washing lungs three times with 1 mL ster-

ile PBS.

Gout Model

Gout was induced in rats by intra-articular injection of 1.25 mg MSU

in the knee. Knee thickness was measured with digital calipers. IL-1b

was measured in serum by ELISA (eBioscience BMS630). Knees were

fixed and decalcified in Bouins solution (Sigma). Tissue sectioning and

H&E staining were performed by the Yale Mouse Research Pathology and

Histology Core. For pathology analysis, all sections were taken from the

mid-sagittal region of the femoro-tibial joint, encompassing cruciate liga-

ments and menisci. Images are oriented with the patellar ligament on the

right. In high-power images, all images were taken from the anterior synovial

tissue.

Statistical Analysis

Statistical analyses were performed using GraphPad Prism software (Graph-

Pad) as indicated in the text and figure legends. p < 0.05 was considered

statistically significant for all tests. All experiments were performed at least

twice. All graphs shown are combined from all replicates of each experiment,

and each data point represents an individual test subject. All data are ex-

pressed as mean ± SEM unless otherwise specified. For all statistical differ-

ences, *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. Western blot

experiments were repeated at least three times, each time pooling cells from

n = 3–5 mice.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and four figures and can be found with this article online at http://dx.doi.org/

10.1016/j.celrep.2017.02.004.
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REGISTER NOW

LIFE SCIENCES

SHORT COURSES: FEBRUARY 3-4  |  CONFERENCE: FEBRUARY 3-7  |  EXHIBITS: FEBRUARY 5-7  |  SLAS2018.ORG

Keynote Speakers O P E N I N G  K E Y N O T E  
Benjamin F. Cravatt  

C L O S I N G  K E Y N O T E  
Marc Abrahams

Educational Tracks
SLAS2018 offers participants a world-class scientific program that showcases the top life sciences discovery and technology education from industry 
leaders. Podium and poster presentations offer SLAS2018 participants compelling content, best practice and new perspectives on emerging scientific 
technologies from a broad range of industries and academic research perspectives.

The SLAS2018 scientific program features 10 educational tracks, including three tracks making their debut in San Diego:

 z Advances in Bioanalytics and Biomarkers
 z Assay Development and Screening
 z Automation and  

High-Throughput Technologies

 z Biologics Discovery (NEW!)
 z Cellular Technologies
 z Chemical Biology (NEW!)
 z Data Analysis and Informatics

 z Drug Target Strategies
 z High-Definition Biotechnology (NEW!)
 z Micro- and Nanotechnologies

 
 Complete information about SLAS2018 can be found at SLAS2018.ORG. 

http://slas2018.org/
http://slas2018.org/
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SCIENTIFIC 
CONFERENCES
Presenting the most significant research on cancer etiology, prevention, diagnosis, and treatment

Learn more and register at 
AACR.org/Calendar

Fifth AACR-IASLC International Joint Conference: 
Lung Cancer Translational Science from  
the Bench to the Clinic 
Conference Cochairs: Charles M. Rudin  
and Charles Swanton 
January 8-11, 2018  |  San Diego, CA

Obesity and Cancer: Mechanisms  
Underlying Etiology and Outcomes 
Conference Cochairs: Lewis C. Cantley,  
Michael N. Pollak, and Elizabeth A. Platz 
January 27-30, 2018  |  Austin, TX

Immunobiology of Primary and Metastatic  
CNS Cancer: Multidisciplinary Science to  
Advance Cancer Immunotherapy 
Conference Cochairs: Hideho Okada, Robyn S. Klein, 
Ignacio Melero, and Patricia S. Steeg 
February 12-15, 2018  |  San Diego, CA

Third AACR-SNMMI Joint Conference on  
State-of-the-Art Molecular Imaging  
in Cancer Biology and Therapy 
Conference Cochairs: Todd E. Peterson  
and David R. Piwnica-Worms 
February 14-17, 2018  |  San Diego, CA

Targeting DNA Methylation and  
Chromatin for Cancer Therapy 
Conference Cochairs: Stephen B. Baylin,  
Margaret A. Goodell, and Peter A. Jones 
March 1-4, 2018  |  Atlanta, GA

AACR Annual Meeting 2018 
Program Committee Chair: Elaine R. Mardis 
April 14-18, 2018  |  Chicago, IL

Cancer Dormancy and Residual Disease 
 Conference Cochairs: Julio A. Aguirre-Ghiso,  
Ann F. Chambers, Cyrus M. Ghajar,  
Christoph A. Klein, and Dorothy A. Sipkins 
June 19-22, 2018  |  Montreal, QC, Canada

Advances in Malignant Lymphoma: Maximizing the 
Basic-Translational Interface for Clinical Application 
Scientific Committee Chair: Ari M. Melnick 
June 22-26, 2018  |  Boston, MA

Sixth JCA-AACR Special Joint Conference on  
the Latest Advances in Lung Cancer Research:  
From Basic Science to Therapeutics 
Organizing Committee: Hiroyuki Mano,  
Seiji Yano, Hiroyoshi Nishikawa, Alice T. Shaw,  
Roy S. Herbst, and Charles M. Rudin 
July 10-12, 2018  |  Kyoto, Japan

Intestinal Stem Cells and Colon Cancer:  
Biology to Therapy 
Conference Cochairs: Anil K. Rustgi, Johanna Bendell, 
Hans Clevers, Christina Curtis, and Owen Sansom 
September 27-30, 2018  |  Washington, DC

Metabolism and Cancer 
Conference Cochairs: Ralph J. Deberardinis,  
Tak W. Mak, Joshua D. Rabinowitz,  
and M. Celeste Simon 
 September 28-October 1, 2018  |  New York, NY

Fourth CRI-CIMT-EATI-AACR International  
Cancer Immunotherapy Conference:  
Translating Science into Survival 
September 30-October 3, 2018  |  New York, NY

Tumor Immunology and Immunotherapy 
Conference Cochairs: James P. Allison,  
Lisa M. Coussens, Ira Mellman, and Drew M. Pardoll 
November 27 - 30, 2018  |  Miami Beach, FL
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IT’S LIGHTING THE WAY 
TO A NEW LEVEL OF  
UNDERSTANDING

Check out the new Operetta CLS HCA System at 
www.perkinelmer.com/LightTheWay

Your everyday and innovative cellular assays can 
reveal deep biological understanding, if you’ve got 
the sensitive imaging and intuitive data analysis 
to uncover it. The Operetta CLS™ high-content 
analysis system features a unique combination 
of microscopy technologies – automated water-
immersion objectives, high-power 8x LED 

Operetta CLS High-Content Analysis System

illumination, true confocal optics, and an ultrasensitive 
sCMOS camera – to deliver all the speed, sensitivity, 
and resolution you need to reveal subcellular 
details. And with our simple, powerful Harmony™ 
4.5 software, Operetta CLS lets you discover subtle 
phenotypic changes. Operetta CLS: When great 
technologies combine, what happens is illuminating.

http://www.perkinelmer.com/LightTheWay
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